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Information on the depth of the scour hole formed US of a bridge pier is necessary in 
determining the safety of bridge itself. Traditional formulae available to predict scour depth 
or flow energy loss through piers suffer from many limitations including one arising out of 
the technique of data analysis commonly employed, namely, statistical regression. This 
paper presents an alternative to regression in the form of neural networks. These types of 

ANN models need large amount of data which should be at hand before thinking to develop 
such models. The capability of ANN model to predict scour hole formed US of a bridge pier 
and flow energy loss is investigated. One of the most important tools of ANN applied in this 
paper is the multi-layer perceptrons (MLP) which is a neural network modeling tool that is 
optimized for prediction and forecasting applications. A tansh activation function is used at 
the hidden layer which consisted of 5-4-1. The conjugate gradient learning algorithm is 
adopted. Collected measurements from literature review are used to train the network. The 
validation of the developed network using observations that were not involved in the training 
indicated the usefulness of the neural network approach for the prediction problem under 
consideration. The results of proposed Networks are compared to developed statistical 
equations. Networks-yielded values are found to be more accurate than those given by the 
statistical equations.  
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1. Introduction 
 
The scouring process in rivers can result 

from natural phenomena or from man-made 
alterations; either of these can produce effects 
over long reaches of the river or in some cases, 

locally. In addition to the extended effects of 
the natural river regime, local scouring can 
occur at bends and confluences. The local 
scour at bridge piers has to be added to 
general scour and constriction scour to obtain 
the maximum scour depth to be considered in 
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the design procedure of bridge piers. A 
detailed study carried out by Melville [1] to 
gain a better understanding of the flow 
mechanisms leading to formation of the scour 
hole, Melville [1]. The flow pattern around a 
pier of cylindrical shape has been investigated 
by Hjorth [2], Melville [1], and Melville and 
Raudkivi [3].  

Butch [4] computed scour-hole widths at 
128 piers, and scour-hole lengths at 40 piers. 
These dimensions were a function of scour 
depth and the average slope of the streambed 
in a scour hole. Melville [1] introduced many 
of the results from an extensive program of 
bridge scour research undertaken at the 
University of Auckland, New Zealand and 
presented an integrated approach to the 
estimation of local scour depth at bridge piers 
and abutments. Yassin et al. [5] presented the 
effect of abutment shape and the alignment of 
the upstream abutment face on the formation 
of equilibrium local scour. 
 ANN were developed as a information 
storage models and their parameters are 
calculated in a manner that resembles natural 
processes McCulloch and Pitts [6]. Details of 
their properties and the computational 
process have been presented by Hopfield [7] 
and the learning process of ANN is described 
by Rumelhart and McClelland [8]. The use of 
ANN techniques in water resources and 
stream flow prediction is relatively new and 
has been reported by French et al. [9], Zurada 
[10], Hall and Minns [11], Zealand et al. [12], 
Minns [13] and Salazar et al. [14]. Although 
many applications in the field of Hydraulic 
Engineering are available such as Karunanith 
et al. [15], Grubert [16], Tawfik et al. [17], 
Thirumalaiah and Doe [18], Dibike et al. [19], 
Azmathullah et al. [20]  and Dibike and Abbott 
[21]. A few  applications in the field of 
sediment transport were published. Nagy [22], 
Jain [23] and Nagy et al. [24]. A little 
applications of ANN in the field of scour at 
bridge piers are available. Some of these 
publications described the method for 
predicting local scour around bridge piers 
using an artificial neural network ANN with 
out any protection tool, such as Sung-Uk C. et 
al. [25], S. M. Bateni et al. [26]. An important 
advantage of ANN compared to classical 
stochastic models is that they do not require 

variables to be stationary and normally 
distributed, Burke [27]. Non stationary effects 
present in global phenomena, in 
morphological changes in rivers and others 
can be captured by the inner structure of 
ANN, Dandy and Maier [28].  

As mentioned before, several researchers 
have suggested different statistical methods to 
predict local scour at bridge piers. A recent 
study predicts local scour and flow 
characteristics US bridge piers at presence of 
protective deflector with reasonable accuracy 
using a relatively new computational tool. 
ANN, is used in the present paper to predict 
scour US bridge piers and energy loss in terms 
of the flow depth and deflector dimensions. 
Field measurements collected from Abdel-Aal 
et al. [29] are used for training and verification 
of the ANN model. 

This paper explores the use of neural 
networks to obtain the depth of a scour hole 
developed US a bridge elongated pier faced by 
protective deflector locating at different 
positions US the pier nose. Further, a new 
statistical regression equation is derived to 
predict the scour depth. Finally, the network 
predictions are compared with the new 
statistical equation. 
 
2. Problem formulation 
 

Application of ANN to scour and energy 
loss predictions requires a decision regarding 
two main aspects: selection of the variables 
that best explain phenomena, and design of 
the optimal network architecture. 

It is important to develop a systematic 
procedure that can produce an ANN that 
captures most of the predictable information 
present in the data and that can be safely 
generalized to represent realizations different 
to the ones present in the training episodes. 
There is no unique and systematic 
methodology for the design and validation of 
an ANN model. This paper presents a 
procedure developed using current technical 
literature in artificial intelligence. The steps of 
the method are presented and detailed in 
main principal stages which are described as 
following: 
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2.1. Information analysis 
 

No doubt, there is an interaction between 
a bridge pier and any protection tool located 
short distance upstream. When the flow takes 
place around the tool, the flow is separated 
and disturbance of large scale eddies grow up. 
If the pier nose was aligned downstream the 
tool in the wake zone, a reduction of the 
attacking velocity for the pier nose is occurred, 
and as a result, the generated scour depth is 
reduced. In the contrary, the energy loss 
through the pier is noticeably increased. 

The majority of previous work on scour 
predictions US bridge piers are based on 
hydraulic model studies. These model studies 
have advantages like repeatability; they have 
helped more in exploring the scour 
mechanism and many other advantages. It 
was, thus, decided to calibrate the neural 
networks with the help of realistic collected 
measurements from literature review only. A 
survey of the literature reporting such 
observations indicated that the available types 
of information, namely, scour depth US the 
bridge pier, Froude number DS the pier, 
protection tool dimensions and energy loss are 
uniformly reported in many references. 
Information on other factors affecting scour 
was not commonly available across the 
various references.  

The first part of problem formulation 
includes the preliminary data analysis, the 
selection of the most pertinent inputs and 
output. The experimental work developed by 
Abdel-Aal et al. [29] was used to generate 
training, validation and test data required for 
ANN. The experimental work was carried out 
in the Hydraulics and Water Engineering 
Laboratory of the Faculty of Engineering, 
Zagazig University, Egypt. The experimental 
study aimed to minimize local scour activities 
created US of bridge piers considering the 
different flow conditions. A tool was suggested 
to minimize the local scour; it was an angled-
current deflector, which is solid and not 
perforated.  

The deflector models have been changed 
and examined for different dimensions 
characteristics of the deflector including: 
deflection-angles, deflector relative heights 
hd/h3, positions of deflector, pier-deflector 
spacing Ld/b relative deflector-width bd/b,       
fig. 1. The relative scour depth US bridge pier 
nose hs/h3and relative energy loss through 

bridge pier E/E3 can be represented as 
following: 
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Fig. 1. Definition sketch for the bridge pier model and also the deflector [29].  



M. Nassar / Estimation of local scour and energy loss 

342                                        Alexandria Engineering Journal, Vol. 47, No. 4, July 2008  

where: F3 is the Froude number DS the pier 

333 ghVF  ; 
3hhd

 is the relative deflector 

height; bLd  is the relative deflector-pier 

spacing, bbd  is the relative deflector width, E3 

are the total energy US the deflector and DS 
the piers, respectively and E  is the energy 
loss due to the deflector and the bridge pier as 
well. 
 
2.2. Development of the networks 

 
Artificial Neural Network (ANN) prediction 

models are more efficient in predictions once 
they are trained from examples or patterns. A 
typical ANN consists of three layers (5-N-1) is 
shown in fig. 2. A neural network basically 
consists of interconnected neurons. Each 
neuron or node is an independent 
computational unit, which works as per the 
following equation. 
 

  ]......)([ 332211 wxwxwxfy ,  (2) 

 
where: y is the output of the neuron; x1, 

x2, x3,… are the input values; w1,w2,w3, … are 
the connection weights that determine the 
strengths of the connection; θ is the bias 
value, which increases the net input to the 
activation function, and, thus, accelerates the 
error convergence; and f is the transfer, 
activation or squashing function, which 
controls the output of a neuron or squashes it 
to a finite range like (0, 1) or (−1, 1).  
 

  Hidden 

Layer 

Input Layer Output 

Layer 

 
 

Fig. 2. Typical three layers feed-forward ANN.

 

The output layer is where the output are 
processed and are sent to an external source 
for further analysis or extra treatments or 
plotting, ..etc. The layers between the input 
and the output are hidden where the entire 
processing are not accessible. The number of 
neurons in the hidden layer (i.e. N) is 
determined by solving the application several 
times using networks of different sizes i.e. by a 
trial and error procedure until the error is 
minimized.  

Training the network involves the 
determination of the weight vectors such that 
the sum of squares of the error between the 
actual value of the output and the desired 
value of the output is minimal. The network 
weights are randomly assumed within a 
particular range. Then they are updated 
through training of the network in the 
direction of minimizing the errors. The range 
within which weights are assumed should be 
selected carefully by trial and error. 
 
2.3. Selection of the optimal model  
 

The results obtained with the validation 
set for each of the selected model 
architectures are analyzed in order to choose 
the best model for the required scour depth 
and energy loss prediction. To judge which 
model has the best performance, graphical 
and analytical comparisons can be used. One 
can compare graphs of observed and predicted 
and dispersion diagrams of observed and 
calculated values. Errors or residues should 
be analyzed to test them for normality, 
independence, autocorrelation and cross 
correlation. Both numerical and graphical 
results should be considered with respect to 
predetermined criteria to select the best 
model. The statistics used for the objective 
function are the ones presented in table 1. It 
measures the goodness of fit of the model and 
the ability of the network to generalize or 
extrapolate the results outside of the range of 
the learning set. In addition, it measures the 
presence of over fitting problems and the 
sensibility of the network to initial conditions. 
Also, it checks the errors due to the use of a 
specific combination of learning and validation 
sets. In general, RMSE evaluates the variance 
of errors independently of the sample size. A 
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high value of RMSE will usually indicate a 
deficiency in generalization of the network due 
to a bad selection of the number of hidden 
neurons or a weak learning process. 

 
3. Proposed methodology for network 

building 
 
As mentioned before, there is no unique 

and systematic methodology for the design 

and validation of ANN network. Actually, there 
are many factors affect the accuracy of the 
network. The main steps of the method are 
included in the block diagram presented in     
fig. 3 and the principal stages which are 
information analysis and model identification, 
are described below. 

 

  
Table 1 

Statistics for model comparison 

 

Concept Name Formula 

 

Root Mean Square Error 
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Fig. 3. Stages in ANN model formulation. 
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All the development networks in this paper 

have single output either hs/h3 or E/E3. A 
network for all data models was tried and the 
result was not satisfied. Also a network with 
multi output was tried, and it was found that 
the networks with single output are better. 
The following steps were followed to develop 
each ANN network:  
1. The data set for each case are prepared in 
a separate file with the suitable format for the 
Neural Connection Software.  
2. The input tool is used to specify and 
allocate the input data. The data is 
randomized and is divided into three sets, 
training, validation, and test set. The three 
sets are selected randomly. 
3. The MLP tool is used to specify the 
following parameters  

 Selection of Training, validation and 
testing sets, 

 Selection of activation function, 

 Determine of  the initial weights range, 
and 

 Determine of the best number of 
iterations. 
4. The output files are transferred to another 
software to enable the computations of,   

 The determination coefficient (R2) between 
the target and the output of the developed 
ANN model, and  

 Root Mean Square Error (RMSE). 
5. The best network is allowed to train 
several times with different starting point to 
obtain the global solution.  
6. The final network is compared with the 
measured data in three figures for training, 
validation, and test data. The residuals for all 
the whole data set in each case are plotted 
against the network to check nature of results. 
 
3.1. Selection of training, validation and testing 

sets  
 

Once the input and output variables are 
defined, fig. 2. It is convenient and suitable to 
classify the complete data set in three 
categories: training, validation and test. This 
classification was obtained by using an ANN 
model with the same input and output 
variables. The selection of the input-output 
pairs which form the validation, training and 
testing sets is not random, in order to have a 

model with adequate predictive capability for 
the whole range of the data. The training data 
is used to train the proposed ANN and is 
taken as T% of the total records. Validation 
data is used to monitor neural network 
performance during training phase and it 
represents ((100-T)/2) % of total input data. 
Test data is used to test the performance of a 
trained ANN in generating the required 
prediction. The test data set is unseen data to 
the ANN model and represents ((100-T)/2) % 
of the total utilized records by the present 
application. The procedure is achieved by 
conducting many computer experiments. In 
the present application, the best value of "T" is 
70. The results of the conducted experiments 
are presented in figs. 4 and 5 in terms of R2 
and RMSE for the relative scour depth US 
bridge pier nose hs/h3 and relative energy loss 

through bridge pier E/E3, respectively.  
 
3.2. The initial values of the connections 

weights 
 

The choice of the connections weights has 
a large effect on the performance of the 
network. The best initial values of the 
connections weight are found by trial and 
errors by conducting many computer 
experiments. The values of the weights that 
generate output with maximum R2 and 
minimum RMSE are chosen, figs. 6 and 7 in 
terms of R2 and RMSE  for the relative scour 

depth hs/h3 and relative energy loss E/E3, 
respectively. In the present application, the 
best initial weights were assumed to be in the 
range  1.0. 
 
3.3. Number of hidden layer's neurons. 
 

According to the previously mentioned 
steps, the best number of hidden layer's 
neurons was investigated. Generally, the 
number of neurons depends on the complexity 
of the data and on both the number of input 
and output variables. The procedure is 
achieved by conducting many computer 
experiments. In the present application, the 
best number of neurons in the hidden layer is 
4.0. The results of the conducted experiments 
are presented in figs. 8 and 9 in terms of R2 
and RMSE for the relative scour depth hs/h3 
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and relative energy loss E/E3, respectively. 
The best value of R and the minimum value of 

RMSE are when the network has a size of            
5-4-1. 
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Fig. 4. Typical performance of the proposed network while determining "T" for relative scour depth US bridge pier nose 

hs/h3 in terms of [A] R2 and [B] RMSE. 
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Fig. 5. Typical performance of the proposed network while determining "T" for relative energy loss through bridge pier 

E/E3 in terms of [A] R2 and [B] RMSE. 
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Fig. 6. Typical performance of the proposed network while determining the connections weights for relative scour depth 

US bridge pier nose hs/h3 in terms of [A] R2 and [B] RMSE. 
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Fig. 7. Typical performance of the proposed network while determining the connections weights for relative energy loss 

through bridge pier E/E3 in terms of [A] R2 and [B] RMSE. 
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Fig. 8. Typical performance of the proposed network while determining of neurons in the hidden layer for relative scour 

depth US bridge pier nose hs/h3 in terms of [A] R2 and [B]  RMSE. 
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Fig. 9. Typical performance of the proposed network while determining of neurons in the hidden layer for relative energy 

loss through bridge pier E/E3 in terms of [A] R2 and [B] RMSE

 
3.4. Activation function 
 

The type of activation functions used in 
the hidden layer is chosen by trials. In this 

application the tansh activation function is 
found to be the best one compared to the 
linear or the sigmoid. The results of the 
conducted experiments are presented in           



M. Nassar / Estimation of local scour and energy loss 

                                                     Alexandria Engineering Journal, Vol. 47, No. 4, July 2008                                 347

figs. 10 and 11 in terms of R2 and RMSE for 
the relative scour depth hs/h3 and relative 

energy loss E/E3, respectively. 
 
3.5. Training cycles 
 

No doubt, increasing the number of 
training cycles improves the performance of 
network on the training data, but not 
necessarily on the validation data. If so many 
training cycles are used in a network, the 
network will have enough weights to exactly 
represent all the training patterns. Such 
network will be poor network because it will 
be able to generalize the solution. It means 

that the network is over trained. Either over 
trained or under trained networks is not 
desirable. The correct number of training 
cycles is assessed by looking at the 
performance of the network on the validation 
data. The procedure is achieved by conducting 
many computer experiments. In the present 
application, the best number of training cycles 
is 400. The results of the conducted 
experiments are presented in figs. 12 and 13 
in terms of R2 and RMSE for the relative scour 

depth hs/h3 and relative energy loss E/E3, 
respectively. 
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Fig. 10. Typical performance of the proposed network while determining of activation functions for relative scour depth US 

bridge pier nose hs/h3 in terms of [A] R2 and [B] RMSE. 
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Fig. 11. Typical performance of the proposed network while determining of activation functions for relative energy loss 

through bridge pier E/E3 in terms of [A] R2 and [B] RMSE. 
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Fig. 12. Typical performance of the proposed network while determining of training cycles for relative scour depth US 

bridge pier nose hs/h3 in terms of [A] R2 and [B] RMSE. 
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Fig. 13. Typical performance of the proposed network while determining of training cycles for relative energy loss through 

bridge pier E/E3 in terms of [A] R2 and [B] RMSE. 

 

4. Results of the developed networks 
 

The developed ANN model 5-4-1 with a 
tansh activation function and 400 iterations 
(Training cycles) is used to predict the relative 
scour depth US bridge pier nose hs/h3 and 

relative energy loss through bridge pier E/E3. 
The results of the network are presented in 
three figures. Fig. 14 presents the comparison 
between the ANN estimation and the collected 
values training data set. The determination 
coefficient, R2, for this set of data is 0.888 and 
0.826 for the relative scour depth hs/h3 and 

relative energy loss E/E3, respectively. 
Clearly, perfect agreement is obtained for this 
set. Figs. 15 and 16 present the results of ANN 
model for validation and test data sets versus 
those of the collected values. The minimum 
determination coefficient is (R2 =0.722).        

Table 2 presents the coefficient of 
determination R2, and RMSE for different 
target with the experimental data for different 
data sets and all data used in developing the 
model. Fig. 17 represents the variation of the 
residuals for all the three data sets versus the 
network predictions. The residuals seem to be 
distributed around the line of zero error, 
uncorrelated with the ANN outputs and of very 
small values. The determination coefficient of 
the residuals with the network prediction is 
very small and equals -0.0172. 
 
5. Comparison with other developed 

models 
 

It is important to compare the multiple 
linear regression models (MLR) with the 
results of the developed ANN models. Based 
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on the experimental data and using the 
statistical methods at presence of the different 
flow conditions, several models were proposed 
and their coefficients were estimated. Out of 
all trials, the best equation predicting the 
relative scour depth US bridge pier nose hs/h3 
and relative energy loss through bridge pier 

E/E3 can be put in form Eqs. (3 and 4), 
respectively. 
 

3
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h
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b
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Fig. 14. Comparison between experimental Training data sets and predicted ones [A] relative scour depth US bridge pier 

nose hs/h3 [B] relative energy loss through bridge pier E/E3. 
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Fig. 15. Comparison between experimental Validation data sets and predicted ones [A] relative scour depth US bridge pier 

nose hs/h3 [B] relative energy loss through bridge pier E/E3. 
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Fig. 16. Comparison between experimental Test data sets and predicted ones [A] relative scour depth US bridge pier nose 

hs/h3 [B] relative energy loss through bridge pier E/E3 
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Fig. 17. Variations of residuals for different data sets with predicted data [A] relative scour depth US bridge pier nose hs/h3 

[B] relative energy loss through bridge pier E/E3. 

 
 

Table 2 

Basic features of the developed models using ANN 

 

Out put 
Training .set Validation set Test set Average 

R2 RMSE R2 RMSE R2 RMSE R2 RMSE 

hs/h3 0.755 0.107 0.930 0.075 0.888 0.082 0.857 0.087 

E/E3 0.722 0.013 0.832 0.051 0.826 0.053 0.794 0.038 

 
Fig. 18 shows a comparison between the 

measured relative scour depth US bridge pier 
nose hs/h3 and relative energy loss through 

bridge pier E/E3 and the predicted ones 

using Eqs. (3 and 4). The results of different 
models are presented in fig. 19. Based on R2, 
and RMSE, it is clear that ANN models show 
the best results in all cases. 
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Fig. 18. Comparison between different experimental data sets and predicted ones [A] relative scour depth US bridge pier 

nose hs/h3 [B] relative energy loss through bridge pier E/E3. 
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Fig. 19. Comparison between results of ANN and MLR models using all data of each ANN model [A] R2 and [B] RMSE.

 
6. Conclusions 

 
Traditional equations based on statistical 

techniques used to predict scour depths US of 
a bridge pier and flow energy loss suffer from 
limitations arising out of their experimental 
basis. A systematic methodology has been 
proposed to develop neural networks for scour 
hole formed US of a bridge pier and flow 
energy loss prediction. Published hydraulic 
data are collected from laboratory experiments 
on relative scour depth and relative energy 
loss through bridge pier. It has been 
established that the scour and energy loss 
predictions could be substantially improved if 
neural networks are used in place of the 

Statistical methods. A multilayer artificial 
neural network (5-4-1) is used as a prediction 
toll based on the flow and protection tool 
characteristics. Such a network was also 
found to be more satisfactory than a new 
regression equation worked out from the 
compiled field data. The present paper proved 
that the ANNs are a powerful computational 
tool for predicting the values of relative scour 
depth US bridge pier nose hs/h3 and relative 

energy loss through bridge pier E/E3. The 
proposed method has significant benefits for 
optimal use of bridge protection. The 
conjugate gradient learning algorithm is 
adopted. The results of proposed Networks are 
compared to developed statistical equations. 
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Networks-yielded values are found to be more 
accurate than those given by the statistical 
equations. 
 
List of symbols 
 

The following symbols were used in this 
study: 
b is the width of pier [L], 
bd   is the deflector width [L], 
dsd is the deposition depth US the deflector 

[L], 
D50 is the mean diameter of bed layer [L], 
E1 is the total energy US the pier, 
E3 is the total energy DS the pier, 

E is the energy loss thought the bridge [E1- 
E3], 

F3 is the froude number DS the bridge pier, 
g  is the acceleration due to gravity [LT-2], 
h1  is the water depth US the bridge [L], 
h2  is the water depth between the bridge piers 

[L], 
h3  is the tail water depth DS the bridge [L], 
hd  is the deflector height [L], 
ho  is the water depth for local clear-water 

scour [L], 
hs is the scour depth US the bridge pier [L], 
hsd is the scour depth US the deflector [L], 
Lp is the length of the bridge pier [L], 
Ld is the spacing between the deflector and 

the pier nose [L],   
V3 is the mean tail flow velocity DS the bridge 

[LT-1], 

 is the deflection angle of the deflector 
[degrees], 

  is the specific weight of bed layer, 

 is the mass density of water [ML-3], and 

s is the mass density of bed layer [ML-3]. 
 
References 
 
[1]  B.W. Melville, "Pier and Abutment Scour: 

Integrated Approach", J. of Hyd. Eng., 
Vol. 123 (2),  pp. 125-136 (1997). 

[2]  P. Hjorth, "Studies on the Nature of Local 
Scour". Dep. Water Res. Eng., Lund Inst.  
Tech., Bulletin series a, No. 46 (1975). 

[3]  B.W. Melville and A.L. Raudkivi, "Flow 
Characteristics in Local Scour at Bridge", 
J. Hyd. Res. Vol. 15, pp. 373-380 (1977). 

[4]  G.K. Butch, "Scour-Hole Dimensions at 
Selected Bridge Piers in New York", Proc. 

of North American Water and Env. 
Congress and Destructive Water, ASCE, 
0-7844-0166-7, pp. 3043-3051 (1996). 

[5]  A.A. Yassin, K.H. Baghdadi and M. Abdel 
Razek, "Local Scour at Bridge Abutment ", 
Alex. Eng. J., Fac. of Eng., Alex. Univ., 
Vol. 34 (1), pp. 15-22 (1995). 

[6] W.S. McCulloch and W. Pitts, a Logical 
Calculus of the Ideas Inminent in Nervous 
Activity. Bull. Math. Biosphys.5, pp. 115-
133 (1943). 

[7]  J.J. Hopfield, "Neural Networks and 
Phisical Systems with Emergent Collective 
Computacional Abilities", in Proceedings 
of the National Academy of Siences, USA. 
Vol. 79, National Academy of Siences, 
Washington, D.C. pp. 2554-2558 (1982). 

[8]  D.E. Rumelhart, J.L. McClelland and the 
PDP Research Group, Parallel Recognition 
in Modern Computers. In Proceeding: 
Explorations in the Microstructure of 
Cognition. Vol. 1. Foundations, MIT 
Press/Bradford Books, Cmbridge Mass 
(1986). 

[9]  M.N. French, W.F. Krajewski and R.R. 
Cuykendall, "Rainfall Forecasting in 
Space and Time Using a Neural Network", 
Journal of Hydrology, Vol. 137, pp. 1-31 

(1992). 
[10] J.M. Zurada, "Introduction to Artificial 

Neural Systems", West Publishing Co., 
N.Y. Application of a Neural Network 
Technique to Rainfall-runoff Modeling 
Shamseldin, A.Y. pp. 272-294 Journal of 
Hydrology, Vol. 187, Issue 3-4 (1992). 

[11] M.J. Hall, A.W. Minns, "Rainfall-Runoff 
Modeling as a Problem in Artificial 
Inteloligence: Experience with a Neural 
Network", Proc. 4th National Hydrology 
Symposium, British Hydrological Soc., 
Cardiff, pp. 5.51-5.57 (1993). 

[12] C.M. Zealand, D.H. Burn and S.P. 
Simonovic, "Short Term Stream Flow 
Forecasting Using Artificial Neural 
Networks", Journal of Hydrology. Vol. 
214, pp. 32-48 (1999). 

[13] A.W. Minns, Artificial Neural Networks as 
sub Symbolic Process Descriptors. Thesis 
PhD Delft University of Technology 
(Holanda) Director: Abbot M.B. (1998). 

[14] J.E. Salazar, L.F. Caravajal, O.J. Mesa 
and R. Smith, "Modelos de Prediccinَ de 



M. Nassar / Estimation of local scour and energy loss 

                                                     Alexandria Engineering Journal, Vol. 47, No. 4, July 2008                                 353

Caudales Mensuales Considerando 
Anomalas Climticas", Ponencia XVIII 
Congreso Latinoam.De Hidrلulica 
Oaxaca, México, pp. 525-533 (1998). 

[15] N. Karunanithi, Grenney, W.J., Whitley, 
and D.K. Bovee, "Neural Networks for 
River Flow Prediction", ASCE. Journal of 
Computing in Civil Engineering Vol. 8 (2), 
(1994). 

[16] J.P. Grubert, "Application of Neural 
Networks in Stratified Flow: Stability 
Analysis", J. Hyd. Engrg., Vol. 121 (7), pp. 
523-532 (1995) and Discussion in Vol. 
123 (3), pp. 253-254 (1997). 

[17] M. Tawfik, A. Ibrahim and H. Fahmy, 
"Hysteresis Sensitive Neural Network for 
Modeling Rating Curves." Journal of 
Computing in Civil Engineering, ASCE, 
Vol. 11 (3), July, pp. 206-211(1997). And 
Discussion, Vol. 13 (1), pp. 56-57 (1999). 

[18] K. Thirumalaiah, and M.C. Deo, "River 
Stage Forecasting Using Artificial Neural 
Networks", J. of Hydrologic Engrg., ASCE, 
Vol. 3 (1), pp. 26-32 (1998). 

[19] Y.B. Dibike, D. Solomatine and M.B. 
Abbott, "On the Encapsulation of 
Numerical-Hydraulic Models in Artificial 
Neural Network", J. Hyd. Res., IAHR, Vol. 
37 (2), pp.147-162 (1999). 

[20] H.M.D. Azmathullah, M.C. Deo and P.B. 
Deolalikar, "Estimation of Scour Below 
Spillways Using Neural Networks", 
Journal of Hydraulic Research, Vol. 44 
(1), pp. 61–69 (2006). 

[21] Y.B. Dibike and M.B. Abbott, "Application 
of Artificial Neural Networks to the 
Simulation of a Two Dimensional Flow", 
J. Hyd. Res., IAHR, Vol. 37 (4), pp. 435-
446 (1999). 

[22] H.M. Nagy, "Sediment Transport Capacity 
in Open Channels: Neural Network 
Approach", Alex. Engineering Journal, 
Vol. 38 (2) (1999). 

[23] S.K. Jain, "Development of Integrated 
Sediment Rating Curves Using ANNs", J. 
Hyd. Engrg., Vol. 127 (1), pp. 30-37 
(2001). 

[24] H.M. Nagy, K. Watanabe and M. Hirano, 
"Prediction of Sediment Load 
Concentration in Rivers Using Artificial 
Neural Network Model", J. Hyd. Engrg., 
Vol. 128 (6), June, pp. 588-593 (2002). 

[25] C. Sung-Uk and C. Sanghwa, "Prediction 
Of Local Scour Around Bridge Piers Using 
Artificial Neural Networks", Journal of the 
American Water Resources Association 
(JAWRA), Vol. 42, pp. 487-494 (2006). 

[26] S.M. Bateni, S.M. Borghei and D.S. Jeng , 
" Neural Network and Neuro-Fuzzy 
Assessments for Scour Depth Around 
Bridge piers", Engineering Applications of 
Artificial Intelligence ,Vol. 20, pp. 401-
414,ISSN:0952-1976 (2007).  

[27] L.I. Burke, Clustering characterization of 
adaptive resonance. Neural Networks, 
Vol. 4 (4), pp. 485-491(1991). 

[28] G. Dandy and H. Maier, "Use of artificial 
Neural Networks for Real Time 
Forecasting of Water Quality", Proc. Int. 
Conf. Water Resource. Environ. Res. Vol. 
2, October 29-31, Kyoto, Japan, (1996). 

[29] G.M. Abdel-Aal,  A.A. Ibrahim and M.I. 
Elfiky, "Minimizing of Local Scour at the 
Bridge Piers Using Current Deflectors", 
Scientific Bulletin, Faculty of Engineering, 
Ain Shams University, Cairo, Egypt, Vol. 
39 (3), pp. 513-529 (2004). 

 

Received April 16, 2008  

Accepted June 30, 2008 
 


