
 

Alexandria Engineering Journal, Vol. 48 (2009), No. 5, 543-549                                                                                                543   
© Faculty of Engineering Alexandria University, Egypt. 

A new family of MIMO receivers based on the equivalence 
between the MMSE and Tikhonov regularization 

 
 

Masoud Alghoniemy 
Electrical  Engg. Dept., Faculty of Engg., Alexandria University, Alexandria Egypt 

e-mail: Alghoniemy@gmail.com 

 

 

In the Multi Input Multi Output antenna (MIMO) system, it is known that the Minimum 
Mean Squared Error (MMSE) receiver is equivalent to Tikhonov regularization. Given that, 
we developed a generalized receiver based on regularization with different penalty functions 
that take into account the structure of the modulating constellation, namely, dead zone and 
infinity norm penalty functions. Simulation results showed that the proposed receiver 

outperform the MMSE receiver by as high as 5-dB at low Signal Noise to Ratio (SNR) and 1-
dB at high SNR. 

فى نظام الهوائيات المتعددة المداخل والمتعددة المخارج، من المعررو  نن المترتل ل  و الخ رل المتوتر  المر رل اكارل يترافى  تنظريم 
تيتونو .  عد معرفة  لك تلوم  ت وير متتل ل عام يعتمد على التنظيم  اترتخدام دوال معاا رة مختل رة والترى تلخرد فرى اكعت رار  رتل 

ى  دوال المعاا ة  ات المن لة الميتة والدوال  ات الملياس اللانهرائى. نعمرال المكاتراة ت رين نن المترتل ل الملترر  منظومة التعديل وه
ديتي ل فى كالة النتب العالية لملدار اك رعة الرى الت روي   5يت وق على المتتل ل  و الخ ل المتوت  المر ل اكال  ملدار يصل الى 

 نتب المنخ ضة لملدار اك عة الى الت وي . ديتي ل فى كالة ال 1ويصل الى 
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1. Introduction 

 

In Spatial Multiplexing (SM) scenario of 

the Multi Input Multi Output (MIMO) flat 

fading wireless communication system with m 

transmit and n receive antennas (MIMO m×n), 
the relation between the transmitted and the 

received signal can be described as follows: 
 

wHxy 
m

ρ
,        (1)  

 

where ρ is the expected value of the SNR at 

each receive antenna, x is the m×1  

transmitted vector whose elements are 

complex symbols drown form the normalized 

Quadratic Amplitude Modulation (M-QAM) 
constellation with E(xxT) = I, where M is the 

constellation order and I is the m × m identity 
matrix. y is the n×1 received vector, H is the n 

× m channel matrix with n≥m, whose elements 

represent the Independent Identically 

Distributed (IID) flat fading NormalComplex  

channel gains ),0( 2
hij CNh  . Without loss of 

generality, w is n × 1 IDD zero mean complex 

white Gaussian noise, uncorrelated with the 

transmitted symbols, with )1,0(CNwi  . For 

the Gaussian noise scenario, the optimum 

decoder is the Maximum Likelihood (ML) 

decoder which finds the most likely input 

vector xml according to 
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where   is the lattice whose points represent 

all possible combinations of x. The problem 
eq. (2) is NP-hard in general that can only be 

exactly solved by exhaustive search over all 

possible Mm vector combinations; where its 

complexity in this case grows exponentially 

with the problem size [1]. This is due to 

discrete nature of the lattice . Linear 
decoders have been used to obtain an 

approximate solution with low complexity, the 

simplest linear decoder is the Zero-Forcing 

(ZF) decoder in which the constraint Λx  is 
relaxed and the domain in this case is Rn. The 

zero-forcing decoder inverts the channel in 
order to cancel spatial interference, in 

particular xzf = Gzf y with 
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is the pseudo-inverse of the channel [2]. 

Although the zero forcing solution completely 

cancels out spatial interference, it has the 
disadvantage of enhancing the noise, 

especially if the channel matrix is ill-

conditioned. In such case, small eigen values 

would amplify the contaminating noise. In an 

effort to reduce noise enhancement, the 

Minimum Mean Squared Error (MMSE) 
decoder is used to strike a balance between 

interference cancellation and noise 

enhancement [3]. The MMSE decoder finds the 

solution xmmse = Gmmse y, where 

 
2

E  arg  xGyminxmmse  ,    (4) 

 

which has the analytical solution 
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It is clear that at high SNR the MMSE decoder 

converges to the ZF decoder, while at low SNR 
the MMSE decoder prevents noise 

amplification by improving small eigen values 

before matrix inversion. Hence, the MMSE 

decoder reduces noise enhancement at the 

expense of complete interference cancellation. 
Since the transmitted symbols are drawn from 

a specific constellation with certain alphabet, 

a slicing operation is required as a post 

processing operation for both the zero forcing 

and the MMSE decoders over the transmitted 

constellation. A near optimal receiver is the 
sphere decoder which finds the nearest lattice 

point inside a sphere centred at the received 

signal point eq. (2) [4]. Successive interference 

cancellation receivers such as the D-BLAST 

and the V-BLAST are among the suboptimal 
categories for solving eq. (2) [5, 6]. In this 

paper, we are only interested in the MMSE 

decoder and its connection to Tikhonov 

regularization. 

 

2. Tikhonov regularization 
 

In this section we review the known 

results that the MMSE receiver is equivalent 

to Tikhonov regularization [7]. 

Regularization is a scalarization method 
that solves a multi-criterion optimization by 

converting the multi-criterion objective 

function into a positive weighted sum of the 

objectives. In particular, Tikhonov 
regularization solves a least squares problem 

while penalizing the squared norm of a 

function of the solution vector [9, 10]. The 

penalizing parameter is called the 

regularization parameter; Tikhonov 

regularization solves the following 
minimization problem 

 

2

2

λ
m

ρ
arg  LxHxyminx tik  ,  (6) 

 
towards penalizing the norm of the solution 
vector. It should be noted that as λ  0, xtik  

xzf, and as λ  ∞, xtik approaches the matched 

filter solution. L is an operator that usually 

approximates a high pass filter or a derivative 

operator as in image processing; hence, Lx  

is a measure of the smoothness of the solution 

[11]. 

Thus the regularization problem eq. (6) 

tries to solve the least squares problem and at 

the same time penalizes a certain variation in 
the solution vector in the Euclidean norm 

sense. The above minimization problem can be 

re-written as an unconstrained least squares 

problem 
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, 0 is the zero 

vector of appropriate length. The problem in 

eq. (7) has the following analytical solution 

which can be derived using the orthogonality 

principle [2]. 
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which can be expressed as  xtik = Gtik y with 
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Consider the case where L = I and λ = 1 in 

eq. (8), we see that xtik = xmmse. 

Thus the MMSE decoder can be 
interpreted as a 2-norm regularized solution 

to the least squares problem. The previous 

interpretation coincides with the strategy that 

the MMSE decoder works, in the sense that it 

strikes a balance between interference 

cancellation "solving the least squares 
problem" and by limiting noise enhancement 

"reducing the norm of the solution vector". 

 

3. Regularized decoders 

 
Given the previous interpretation of the 

MMSE decoder as a regularized least squares 
with penalty function equals to the ℓ2 norm of 

the solution vector; it quadratically penalizes 

the elements of x as they deviate from the 

origin which does not take into account the 
structure of the constellation. In particular, 

assume that Quadrature Phase Shift Keying 

(QPSK) constellation is used in the modulation 

with elements equals to ± 1 ± j, then the 

MMSE decoder quadratically penalizes the 

estimated symbols as they deviate from the 
origin, while it makes more sense to start 

penalizing them as they deviate away from ± 1 

± j. 

Based on the previous observation, we 

propose a generalized decoder as regularized 
least squares with other penalty functions 

that take into account the structure of the 

modulating constellation; which leads to 

performance improvement. In particular, the 

generalized decoder solves the following 

regularization problem 
 

),(λ
m

ρ
arg  
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where Φ(x) describes a specific penalty 

function as shown below, these functions are 
convex and hence eq. (10) is convex. It should 

be noted that in the special case 

where
2

)( xxΦ  , the regularized decoder 

reduces to MMSE decoder. Similar to the ZF 

and MMSE, a slicing operation is required on 

xrgl in order to recover the estimated symbols. 

It should be noted that the proposed 
detector is considered as a generalization to 

the box-constrained least squares detector in 

the sense that the box-constrained least 

squares detector is a limiting case for the 

proposed detector [8]. 

 
3.1. Deadzone penalty 

 

Two types of deadzone penalty functions 

are defined, deadzone-linear  and deadzone-

quadratic. In this case,  
 

mi 0      )( 
i

idz )(xφxΦ . 

 

The deadzone-linear function )(xlindz  is 

defined as [10] 
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and the deadzone-quadratic function 

)(xquaddz  is defined as 
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where  ≥ 0 is the deadzone width and β ≥ 1 

determines the weight of the penalty function. 

In particular, fig. 1 shows a plot for the 

deadzone-linear and deadzone-quadratic 

functions with  = 1 and two different β’s It is 

clear that as β  increases, the slope of  )(xdz  

increases and hence higher penalty is 

considered. It should be noted that if we set   

 = 0 in the deadzone-linear eq. (11), then it 

will be equivalent to the ℓ1 norm penalty
1

. 

The advantage of using the deadzone 

penalty function over the usual ℓ2 norm is that 

)(xdz  does not penalize the solution vector x 

when it lies inside the deadzone region.  
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Fig. 1.  Deadzone functions  =1. 
 

 

Given that, if we choose  to be the 

maximum allowable symbol value derived 

from the constellation, then x will not be 

penalized when it lies inside the constellation. 
However, the elements of x will be linearly or 

quadratically penalized, depending on using 

deadzone linear or deadzone quadratic 

functions, if they lie outside the constellation. 

Using the aforementioned choice of , the 
solution tends to lie inside the constellation 

and better performance is gained. 

 
3.2. Infinity norm penalty 

 

Another possible penalty function is the 
infinity norm penalty. The ℓ∞ norm penalizes 

the maximum absolute value of the estimated 

symbols in x, which forces them not to deviate 

away from the constellation according to the 

penalty function


 xxΦ )(  [2]. 

 

4. Simulation 
 

In order to illustrate performance of the 

proposed decoders, we simulated a 2 × 2 and 

4 × 4 MIMO system as in eq. (1) and compared 

the performance of the ZF, MMSE and the 

regularized decoder. To solve problem eq. (10) 

we used CVX, a package for specifying and 

solving convex programs [12]. 

In particular, fig. 2 illustrates the 
behaviour of the regularized decoder with        
β=1, compared with the ZF and the MMSE 

decoders. We can see that the deadzone-quad 

decoder outperforms the MMSE decoder by 5-

dB at low SNR and by a fraction of dBs at high 
SNR, while the ℓ∞ decoder outperforms the 

MMSE decoder by a margin. It should be 

noted that the performance of the deadzone-
lin decoder with β =1 is comparable to the 

MMSE decoder, since for small x values, the 

quadratic and linear functions are 

comparable. On the other hand, fig. 3 and 4 
show the performance of the proposed decoder 
as a function of the parameter β for 2 × 2 and 

4 × 4 16-QAM system. In this case, it is clear 

that the performance of the regularized 
decoder with β = 10 is better than its 

performance with β = 1 as expected. It also 

should be noted that with high β, the 

deadzone-lin decoder outperforms the MMSE 
decoder due to the deviation between the 

linear and quadratic penalizing function. 
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Fig. 2. Performance for 2 × 2 MIMO QPSK, β =1. 

 

 

 

 
 

Fig. 3. Performance comparison for 2 × 2 MIMO, 16-QAM. 
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Fig. 4. Performance comparison for 4 × 4 MIMO, 16-QAM. 

 

 

5. Conclusions 
 

A new MIMO decoder has been proposed 

which is considered to be a generalization to 

the MMSE decoder. The MMSE decoder was 

shown to be equivalent to Tikhonov 
regularization, which is a ℓ2 norm regularized 

least squares. The proposed decoder solves 

regularized least squares with different 

penalty functions that take into account the 

constellation structure, namely deadzone and 
ℓ∞ norm penalty which lead to performance 

improvement. It was shown that the 
regularized decoder outperforms the MMSE for 

low as well as high SNR. The proposed 

decoder has the same complexity as the 

MMSE. 
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