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With the recent advances in data collection systems, different continuously generated data
have been collected in a wide range of applications. According to that, stream data analysis
is considered as a crucial component of strategic control over a broad variety of disciplines
in business, science and engineering. Many examples could be considered as applications
for stream data mining in areas such as stock markets, sensor networks, network traffics,
and explicit time series. Stream data mining has recently received much interest from
researches working in the field of data mining. Mining data streams is defined as extracting
knowledge structures from continuous streams of information. Online analysis on data
streams is needed where data values change frequently. With the increase of computational
operations for mining data streams, finding efficient techniques is considered a challenging
task. Unfortunately most of the existing data mining algorithms have been designed for
stored data, and could not be considered on data streams. For on-line mining tasks, new
techniques in areas such as classification, clustering, frequent itemsets mining, pattern
matching, etc., should be presented. Also, suitable architectures should be proposed for
handling new mining methods. In this paper, we propose a novel stream data mining
technique based on the association mining approach, along with a suitable structure for
generating continuous or transient rules. The proposed technique collects knowledge
through dynamic windows, where computations are done in an incremental fashion. A
hierarchical structure is designed for storing transient patterns. The experimental results
show that the performance of the Incremental Approach for Stream Data Mining (IASDM)
technique against the Closed Frequent Itemsets (CFI) -Stream technique, which is
considered as one of the latest and accredited techniques in the area of stream data mining,
is improving the process of stream data mining by almost 60%.
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1. Introduction

With the tremendous increase of data
collected through mobile and non-mobile
computing and networking environments, and
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the emergence of new applications such as,
medical monitoring applications and network
traffic monitoring, a new research area has
forced itself on researchers’ interests. Many
characteristics of data streams that have not
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been addressed in traditional data mining
research should be noted, such as, variable
data rates, mobility, disconnections and
environmental changes. To perform data
stream mining in distributed computing
environments, applications need to monitor
context changes and react to them in order to
continue the required tasks.

Stream data mining has the same
conceptual definition of the traditional data
mining, which is the process of discovering
potentially valuable patterns, associations,
trends, sequences and dependencies in data
streams [2-5, 13]. A data stream is an ordered
sequence of transactions that arrive in a
timely order. Data streams are different from
traditional static data. Data streams have the
following three characteristics:

e Data streams are frequent, continuous,
and unbounded.

e Size of data streams is large and with an
open end.

e Data distribution in
changes with time.

Analysis on stream data include discovering
trends (or patterns) in data stream sequences
such as telephone records, network traffics
monitoring, web  click-stream  analysis,
highway traffic congestion analysis, market
basket data mining, etc. In business domain,
examples include web site access patterns,
improving e-commerce advertising, fraud
detection, product analysis, and customer
segmentation. These problems present two
main research issues:

e Finding new algorithms that suit the
requirements of online applications.

e Building systems that efficiently support
such algorithms in an integrated and
extensible manner.

Stream patterns are classified as either
systematic patterns, where patterns can be
determined at specific points of time, or non-
systematic patterns. Many researchers have
been working on different algorithms on
stream analysis. The main line of research in
stream data mining is identifying or describing
patterns of observed stream data. Once a
pattern is established, we can interpret and
integrate it with other data. The identified
pattern can be extrapolated to predict future
events.

streams usually

The rest of this paper is organized as
follows: in section 2, we give related works in
the area of stream data mining. In section 3,
we give the problem definition. The
incremental stream data mining technique is
proposed in section 4. In section 5, we give the
analysis and performance study of the
proposed approach. The paper is concluded in
section 6.

2. Related work

In the literature, various approaches have
been proposed to address the problem of
mining data streams. Most of those
techniques have proposed approaches that
use one scan over the entire data stream. Two
main methodologies are used in stream data
mining, sliding window models [3-5, 8], and
no sliding window models [2, 7, 12]. In sliding
window methodology, different models have
been proposed to work on recent arrived data.
In no sliding window methodology, most of the
introduced algorithms have been working over
the whole history of data streams to generate
frequent itemsets.

In [4], the Moment algorithm was
introduced to mine closed frequent itemsets
over data stream sliding windows. A selected
set of itemsets is maintained. That set
includes infrequent gateway nodes,
unpromising gateway nodes, intermediate
nodes, and closed nodes. For each node, the
itemset, its type, support and sum of the ids
of the transactions in which the itemset
occurs (tid_sum) are stored. The selected
itemsets work as the boundary between closed
frequent itemsets and the other itemsets.
When a transaction arrives, it tests the closed
frequent itemsets stored in a hash table with
its support and tid_sum information to decide
its node type, and the associated node
information is modified. The closed itemsets
are checked and excluded from the other
types of nodes stored in the data structure.
One of the drawbacks of the proposed
approach is that, when the minimum support
value is small, it uses much memory for
storing more information other than the
current closed frequent itemsets.

In [7], CFI-Stream algorithm directly
computes closed itemsets, online and

420 Alexandria Engineering Journal, Vol. 48, No. 4, July 2009



H. Aboalsamh / Incremental for stream data mining

incrementally, without support information.
Only closed itemsets are maintained in their
data structure. For each arriving new
transaction, the algorithm performs closure
checking. The associated closed itemsets and
their support information are updated. The
current closed frequent itemsets can be
output in real time based on any wuser’s
specified thresholds.

In [8], a data estimation technique using
association rule mining on stream data is
proposed. The closed frequent itemsets
approach CARM is used as a basis for the
proposed  technique. In CARM, the
relationships between sensors are discovered
and used for missing data compensation. It
discovers the relationships between two or
more sensors when same or different values
are recorded. The generated association rules
provide complete and non-redundant
information.

In this paper, we introduce a novel
incremental stream data mining technique. In
this technique, we use history of frequent
closed itemsets for generating new frequent
closed itemsets. A sliding window is used to
capture the continuity of data streams. Two
classes of closed itemsets are recorded. The
first class represents frequent closed itemsets
whose supports exceed a support threshold.
The other class is used to keep history of
promising frequent closed itemsets that could
be turned into frequent closed itemsets. A non
frequent closed itemset is considered
promising frequent closed itemset based on
some parameter a, a>1. The proposed
approach favors those itemsets in the current
window that are frequent closed The proposed
technique works in real time, the same way
the CFI and CARM work.

3. Problem definition

Let I = {i1, i, ..., i} be a set of n elements,
called items. A subset X cl| is called an
itemset. A k-subset is called a k-itemset. Each
transaction t is a set of items in I. Given a set
of transactions T, the support of an itemset X
is the percentage of transactions in T that
contain X.

The concept of a closed itemset is based on
the following. Let T be a subset of transactions

in data stream D, and X be a subset of I
X c | . Consider the following two functions, f
and g, where

AD = {iel/vteT,iet} and

gX = {teD/VieX,iet},or

F(T)=Nyter f(£) and g(X) = Nyxex g(x)

A7) returns the set of common items in all
transactions teT, and g(X) returns the set of
transactions that have X as part of all of them.

The support of an itemset X, Sup(X), is the
number of transactions in which X occurs as a

subset, i.e., Sup(X) = |g(X)|. An itemset X is
if Sup(X) > minsup. Let Ch(I)
— h(I)be the closure operator, defined as C(X)

= f(g(X)). A frequent itemset X is called closed
if and only if C(X)=X, where X is subset of I.
Alternatively, a frequent itemset X is closed if
there exists no proper superset Y, Y c X,

with Sup (X) = Sup ().
Definition 1: An itemset X is called closed if

and only if C(X)= flg(X))= f-(g(X)) = X where the
composite function C = feg is called a Galois
operator or a closure operator.

Definition 2: An itemset X is called a local
frequent closed if X is frequent closed itemset
in the current sliding window wiast.

Definition 3: An itemset X is called a global
frequent closed if X is frequent closed itemset

frequent,

in Wyopa :Ul:;as w;, where wo is the first
window that captures the history of X, and
wiast is the current sliding window.

In our proposed technique, we use the
current sliding window wust that contains
recent transactions arriving to the system, to
get local frequent closed itemsets. Count of
frequent closed itemset X depends on the
current count in the current window  wiast,
and the history information recorded for this
itemset in previous windows wi's, where
windows wi's could have different lengths. All
itemsets X’s in the current set of frequent
closed itemsets Fi, should have global support
and/or local support greater than or equal to
the minimum support threshold; minsup. X
should be dropped off Fi as soon as its global
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support and local support get below minsup.
If X appears again in a subsequent window,
we do not have any history to tell us what its
global support is. In our technique, instead of
purging the history of X as soon as it is turned
my,s infrequent, we wuse a compromised

formula for X that keeps its history. Itemsets
that satisfy the compromised formula are
called promising itemsets.

Definition 4: let X be an infrequent itemset;
X ¢ F, where Sup (X) < minsup. If Sup (X) 2
M,a >1, then we keep the history of X
a

and keep it in the promising cloaed itemsets
FPand continue counting its history as long

minsup

as its support, Supt (X) > ,a is called

the promising factor.
In our proposed technique, we keep the
history of only those itemsets in F;and FF. All

itemsets in F were previously in F, k < i.

4. The incremental stream data mining
technique

Through the rest of this paper, we use the
following terminologies.
For window wj, i=1,2,..., last
X frequent closed itemset,

local.freq(X) count of Xin wiast,

local.freq(X)= local. freq: (X) + local. freqz (X),
where

local.freqi(X) count of Xin the area between
the beginning of wist and end
of Wiast-1,

local.fregx(X) count of X in the area between,

the end of wist and end of wiast-1

global.fregi(X) count of X in the area between
the starting point of counting X
till end of wi,

m; number of transactions in
window wi ,
mi (X) number of transactions since

the starting count of X till end
of window w.,

F Set of global frequent closed
Itemsets,
F; Set of local frequent closed

itemset at window wi.,

FP Set of promising global frequent
closed itemset at window wi.

a The promising factor,

Suplocal (X) = M , and
m;

Supigocar (x) = 3L0PALTTeqi(X)
m;(X)

m;(X) transactions L w;
......... Data Stream.........

Myt (X) Tw,

— Mg —>
my, transactions

Lemma 1: If Xe Fand X ¢F_; and 3Y e F,_;or
YeFi}il such that X cY and 3ZeF, ; and

3Z e FF, where X cZ Y then

global.freqiX) = global.freqgi1 (Y) + local.freqz (X)
Proof: if X € Fi1, then

global freqi(X) =
gobal.fregi-1(X) +local. fregz (X). (1)

If X¢ Fi1, and there exists an itemsest Y e F;_;
or YeFiIil such that XcY anddZ e F and
i-1

AZ e Fi where X cZcY then support of X

is calculated as

global fregi1(X) +global. freqi: (Y). (2)

From egs. (1 and 2), then:

global.freqi1(X) =global.freqi1 (Y)+
+ local.freqs (X)

Q.E.D.
Corollary 1: In our approach, if X € F and

p
X¢F1 and X ¢F,; and #AYeF and
i-1

AY eF i such that XcY then global.freq(X) =

loca.freq(X). In this case, the values of my(X) is
set to m..
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From lemma 1 and corollary 1, the global
frequencies of frequent closed itemsets can be
calculated as follows:

e If Xe Fand 3X e Fj0rX e FP,, then

global.freqgi (X) = global.fregi-1 (X) +

local.freqx(X),

mi(X) = mi1 (X) + mi, and X —>F;

Frequencies of X ancestors may need to be
adjusted accordingly.

p
o ifXeFand3dFijorY ¢F,;, such that

p
XcYand AZe F,_; and AZ F;_;where XcY

then
global.freqiX) = global.fregi1 (Y) +
local.freqx(X),
mi(X) =mi1 (Y) + mi;, and X —>F;
o ifXeFand 3Y € Fiyand 3 Ye Fii? such
that X < Y then global.freqg: (X)

= local.freq (X),
mi(X) =mi , and X —>F;

Frequencies of X ancestors may need to be
adjusted accordingly.

e ifXeFand dYeF JFi,orYe Fi.?, XC
i-1

Y, global.freqi(X) = global.fregii (Y),
+ local.freqa(X)

LI, g then

m; (X)
else if global. freq;(X) S minsup then
ml- (X) o

X —»Fr and mi (X) = mi1 (X) + m,,

Our technique does not depend on the
data structure used. The data could be stored
in a range of data structures from heap
structures to tree structures. In our
implementation, we use a tree structure,
where global frequent closed itemsets and
promising frequent closed itemsets are stored
as the global frequent closed itemsets tree and
the promising frequent closed itemsets tree,
respectively. During working on the current
window, a temporary tree is maintained, and
the temporary tree is merged to the global
frequent closed itemsets tree and the
promising global frequent closed itemsets tree.
At each node in the global frequent closed
itemsets tree and the promising global

frequent closed itemsets tree, we keep the
following attributes:
e count of X in the area between the
beginning of wi1, local.freq: (X)
e count of X in the area between the end of
wi and end of wii, local.freq. (X)
e Global frequency, global.freqi(X)
e Number of transactions since the starting
count of X, mi(X)

The main outlines
technique are given below.

of the proposed

The Incremental Stream Data Mining Technique

1- For window w;

Generate Fi;, the set of closed frequent
itemsets in wx.

F1 = {X| (X € Fand Supioca (X) > minsup)}

2- For i=2,3,..., repeat the following:

a. Slide to window wi

b. Generate F; and F,°
F, :(X‘XeFv(XeEFA(XeFi,lvXeFilfl>/\

SupglobaliX>minsup)}

FP = {X‘XFA(X eFi_;vXeFP)n,

mnsup Supiglobal(X) <minsup},a >1.
(24

5. Analysis and performance study

We have run our experiments on a 2.4
GHz machine, with 4 GB of RAM and running
windows Vista. The databases used have been
generated synthetically, to evaluate the
performance of the algorithms over a range of
data parameters. The range of database sizes
is varied between 10,000 and 100,000
transactions, and fixed window size of 500
transactions. The average transaction length
is varied between 5 and 10 items, and the
average length of the maximum pattern is
between 4 and 6. We have used the FP-growth
algorithm as the basic stream data mining
algorithm. The results have been evaluated
against the CFI-Stream algorithm [7], which is
one of the latest algorithms designed for
mining frequent closed sequences. We have
measured the mining time for the different
database sizes on various minimum support
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values ranges between 0.2% and 2%, and a
ranges between 1 and 2. In figs. 1-9, we have
studied the differences between our technique
and the CFI-Stream technique for different
minimum support thresholds, database sizes,
and promising factor valueson runtime. In
Figs. 1-9, although the use of o =1.25, 1.5 and
2, increases the processing time because of
the extra load of handling promising frequent
closed itemsets, but we still find that there is
a significant difference in the runtime between
the two techniques. The improvement of
runtime is almost 40%. The difference in
runtime is due to the increasing cost of
handling and maintaining CFI’s proposed tree
structure. While in our tree structure we just
handle the merging of the temporary tree and
the global frequent closed itemsets tree and
the promising global frequent closed itemsets
tree. Regarding memory usage, we have
measured the memory needed for different
minimum support values range between 2 and
0.2, and have compared the results to the
CFI-Stream technique. As shown in fig. 10,
the comparison has been in favor of the CFI-
Stream algorithm by the ratio of on average
16.5%. Although, CFI-Stream technique uses
more nodes than those used in IASDM, but
the increase of memory is due the memory
needed for the two tree structures we have
used. The results have been measured for
database size =50,000 transactions and o=1.5.
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6. Conclusions

In this paper, we have proposed a novel
stream data mining technique based on the
association mining approach, along with a
suitable structure, for generating continuous
or transient rules. The proposed technique
collects knowledge through sliding windows,
where computations are done in an
incremental fashion. A hierarchical structure
has been designed for storing generated
transient patterns. Two classes of closed
itemsets have been formed. The first class
represents frequent closed itemsets that have
supports exceeding a certain threshold. The
other class is used to keep the history of
promising frequent closed itemsets that could
be turned into frequent closed itemsets. The
decision of whether an infrequent closed
itemset X is promising or not is based on the
value of some parameter a. The proposed
approach favors those itemsets that are
frequent closed in the current window. The
proposed technique works in real time, the
way the CFI [7] and CARM [8] work. The
experimental results have shown that the
performance of the IASDM technique against
the CFI-Stream  technique, which is
considered as one of the latest and accredited
techniques in the area of stream data mining,
has improved the runtime needed for mining
stream data by a factor close to 60%.
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