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We consider the problem of integrating real, and non real time applications over an OFDMA-

based cellular network under Rayleigh fading channels. A differentiated power allocation 

system is presented in conjunction with a dynamic bit assignment scheme. The bit 

assignment is based on a number of SNR-switching threshold levels that are predetermined 

by quantizing the overall spectrum of received SNR such that a predefined target BER is 

achieved. A queueing model that takes into account the effects of the sliding window flow 

control as well as wireless channel outages is developed, and validated. Simulation results 

have demonstrated that our system is able to provide an acceptable QoS levels to the real, 

and non real time individual applications.   
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1. Introduction 
 

Basically, Orthogonal Frequency Division 
Multiple Access, (OFDMA) operates by 
transmitting data through a set of orthogonal, 
parallel subcarriers at a lower data rate, 
effectively transforming a frequency selective 
fading channel into a collection of flat fading 
subcarriers. To improve both performance, 
and rate of communication links, transmitter 
design should matches the intended 
propagation channel. The resulting channel-
adaptive transmission adjusts parameters 
such as power levels, constellation sizes, 
coding schemes, and modulation types. In this 
process, the decision for switching to an 
alternative (power/modulation) state is based 
upon the channel state information that is 
assumed to be in disposal of the transmitter 
[1, 2]. 

In this paper, we consider an OFDMA-
based cellular network serving a real, and non 
real time applications. The real time 
application, e.g., Internet Protocol (IP) 
telephony, and video conferencing, use the 
User Datagram Protocol (UDP) protocol while 
the non real time data applications use 

Transmission Control Protocol (TCP). Being a 
window flow controlled protocol behaves very 
differently from UDP. Therefore, the traffic 
generated by UDP and TCP connections 
behave differently, and have different Quality-
of-Service (QoS) requirements. In order to 
carry different applications, which demand 
different ranges of QoS requirements, the 
embedment of QoS provisioning in the 
Medium Access Control (MAC) is needed. For 
example, a QoS framework in the MAC layer 
has been integrated with the transmission 
system in the IEEE 802.16 standard [3]. The 
analysis of the queueing delay performance for 
the IEEE 802.16 was conducted in [4, 5]. A 
vacation queueing model was adopted in [6], to 
analyze the queueing performance of OFDMA 
system. As for the delay-sensitive, bandwidth-
intensive, and loss-tolerant multimedia 
applications, the two classes are differentiated 
primarily by the queuenig delay in [7]. 
Concerning the transmission requirements, 
throughput is considered as a critical perform-
ance metric to the capability of a network in 
support of real time traffic. From a certain 
classic point of view, maximum capacity can 
be achieved by maximum-rate subcarrier 
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allocation [8]. However, it is not fair. The 
Rhoo-Cieffi subcarrier allocation algorithm [9] 
achieves proportional fairness amongst the 
users. However, the overall capacity achieved 
is much lower. In general, joint subcarrier, 
and power allocations in OFDMA is a complex 
problem [10]. Usually, the problem is 
simplified by separating subcarrier allocation 
and power allocation [9]. 

Our main focus in this research is on 
power allocation, and modulation adaptation. 
This seems to be a reasonable approach 
regarding the multiclass service communica-
tions. The system we are proposing is intended 
to maximize the overall throughput for the real 
time applications without profound conse-
quences on the non real time applications. 

This paper is organized as follows, Section 
2 provides details of the Rayleigh fading 
channel, and also describes basic TCP, and 
UDP traffic characteristics. The approach we 
have proposed for integrating the real, and 
non real time traffic is detailed in section 3. 
RF channel outages is modeled in section 4. In 
section 5, we develop a queueing model, which 
takes into account both the characteristics of 
the RF channel as well as the impact of the 
flow control dynamics. The findings in this 
paper are validated using simulations in 
section 6, and the implications of the results 
obtained are summarized in section 7. 
 
2. Modeling approach, and preliminaries 

 

2.1. Channel model 
 

The model of this paper considers the 
downlink of an OFDMA-based cellular network 
serving real time UDP, and non real time TCP 
users. A wireless multipath fading channel is 
assumed constant over every OFDMA symbol 
transmission time, and noise is assumed to be 
independent, identically distributed (i.i.d), and 

AWGN with variance 2 for all carriers and all 
users. The normalized channel gain seen by 

kth carrier of user n in a symbol period is, 
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We assume static subcarrier assignment 
where in subcarriers are divided evenly among 

users, and a fixed set of subcarriers is 
allocated to each user. For a Rayleigh fading 
channel, the fading amplitude α is distributed 
according to, 
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where 2
  is the mean square value of α. In 

this case, the instantaneous Signal-to-Noise 

Ratio (SNR) per symbol, n,kn,kn,k  HEγ 

 

is 

distributed according to an exponential 
distribution [5], 
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where n,kE  is the power per symbol, and   is 

the mean of α. 

Our performance evaluation of the digital 
communication over a fading channel will 
generally be a function of the average SNR per 
symbol,  . For instance, the bit-error rate 

(BER) of an M-QAM, (M-symbols=  ,2 n,kb
n,kb  

bits per symbol for the thn user’s; thk  

subcarrier), modulation can be well 
approximated by [11], 
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and  for  a given BER value,   rearranging eq. 

(4) gives the maximum number of bits per 

symbols, n,kb  to be transmitted for the 

thn user’s; thk  subcarrier, 
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where )/1.55ln( BERΓ  , and finally, the 

maximum achievable rate for user n is given 
by, 
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where 
n

Ω  denotes the set of subcarriers 

assigned to user n in a symbol period. 

 

2.2. The non-real time TCP traffic 
 
 A sender-based one way traffic scenario is 
considered where the mobile users act as TCP 
sinks. A bulk TCP connections are assumed 
(i.e., senders always have data to transmit, 
and can transmit as many packets as their 
transmission windows allow). The TCP sinks 
can accept packets out of sequence but deliver 
them only in sequence to the users and, they 
generate immediate acknowledgements 
(ACKs). Similar to that in all currently 
available TCP implementations, the basic 
window adaptation procedure consists of the 
slow-start, and the congestion avoidance 
phases where the evolution of the sender’s 
congestion window W(t), and the slow-start 

threshold )(tWth  at time t are triggered by TCP 

ACKs, and time outs (Tos) [12]. In our 
modeling, fast retransmission, and fast 
recovery procedures are implemented 
subsequent to a packet loss as in TCP Reno 
[13], which is the de facto standard for TCP 
implementation in today’s internet. The model 
of this paper assumes a network link with 

maximum speed C packets/sec., and data 

buffer space of dL  packets. TCP flows arrive at 

the link according to a Poisson process with 

rate dλ , whereas the packet lengths are i.i.d 

from a common distribution with mean 

1
dμ . To insure stability, the load of the 

system must satisfy C
μ

λ
ρ

d

d
d  , with dρ  is 

the traffic intensity. We also assume that flows 
have the same round trip time, RTT, and a 

maximum window size of .Wmax  packets, and 

RTT puts a limit on the user’s transmission 

rate, 
RTT

W
r .max . 

 

2.3. The real time UDP traffic 
 

In this paper, we design a system to 
guarantee QoS to the UDP telephony, and 
video conferencing. For these applications, the 
end-to-end delay for packets should not 

exceed (say) 150 m sec. If a packet exceeds 
this limit, it will be dropped. For satisfactory 
performance, the fraction of dropped packets 
for an application should be less than (say) 0.2 
% (based on subjective evaluation/acceptance 
for such an application).  For the non-window 
controlled UDP traffic, we assume a fluid flow 

with mean rate vλ , and buffer size of vL  

packets. The state of the UDP traffic is 
assumed to be independent of the behavior of 
the TCP connections. However, the shared 
bottleneck will be the total transmission power 
budget constraint as will be discussed later. 
 
3. Differentiated bit, and power allocation 
      

Assuming that the transmitter has 
knowledge of the normalized channel gain (eq.. 
(1)) seen by subcarriers of all users. This 
information is assumed to be updated 
periodically with the help of a feedback 
channel. In the following, we describe details 
of our proposed bit, and power allocation 
systems. 
 Consider the OFDM system over the fading 
channel described in section 2.1. A target BER 

is set for the UDP-voice traffic, vBER . Assume 

a fixed M-QAM modulation is being employed 
throughout the subcarriers allocated to the 

UDP traffic. A power level PγPv )(  is allocated 

to voice subcarriers just to meet the vBER  

requirement, where P is the peak power 

constraint. More specifically, we use the 
water-filling scheme [14], 
 

n,k

v
n,k

γ
PγP

1
)(  .         (7) 

 
The remaining available power is dynamically 
assigned to the non real time TCP traffic. Now, 
in contrast with the fixed bits (i.e., 
modulation) to be allocated to voice.  

We start the bit allocation for data by first 
dividing the whole spectrum of received SNR 
values into several disjoint regions. The region 

boundaries, i, i= 1, 2,... can be determined by 
inverting eq. (4) to obtain,
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Fig. 1. Analytical bit allocation using quantized SNR. 
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then substituting eqs. (8 into 5), gives the 
number of bits to be allocated to the data at a 
given channel state. As can be seen fig. 1, the 
bit allocation process adapts to the channel 
conditions. That is, if the actual subcarrier’s 
SNR falls in a particular region, a correspond-
ing bits/symbol is chosen.  

At this point, we can determine the 
expected number of bits loaded on to a given 
subcarrier. Based on the exponential 
distribution given by eq. (3). The expected 

number of bits, n,kb , loaded on to a given 

subcarrier, k is,  
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hence, the total OFDMA data throughput is 
determined using eq. (6). 
 

4. Outage probability 
 

So fare, system behavior is analyzed by 
focusing on SNR. Differentiation amongst the 
two-class users is achieved in terms of the 
(constraint) available power. In order to grant 
distinct transmission qualities for users, 
emphasis should be placed on the transmis-
sion conditions. For instance, no voice is sent 
when the required power violates the 

constraint, PγPv )( . In this case, voice 

transmission suffers an outage. The outage 

probability, )(γpout
v , is equivalent to the 

following definition, 
 

         γγpγp thrv
out
v )()(  

thrγ

dγγp

0

 )( ,     (10) 

 

where thrγ  is the minimum SNR required to 

sustain the (fixed) bit allocation needed for 
voice. On the other hand, since voice traffic 

has to maintain a target vBER , then thrγ  can 

easily be obtained from eq. (3), 
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5. The delay performance 

 
In this section, we propose a model for the 

steady state delay performance of voice, and 
data traffics. As described in section 2, voice 
packets arrive at a FIFO queue having length 

vL  packets, and mean rate vλ  packets/sec. 

The service time for packets is approximated 
as being exponentially distributed with mean 

1
v
 . Therefore, the evolution of the packet 

queue can be modeled as an M/M/1/ vL  finite 

queueing model. The performance of this 
model can be obtained by classical techniques 

[15]. The  steady  state   distribution  ip , i=0, 

1,…, vL  of the number of packets in the buffer 

is given by, 
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Then, the expected value of the queue length 
can be obtained by, 
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Using Little’s formula [16], the mean delay 

time, vT , is given by, 
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However, in a wireless fading channel, 
transmission outages often occurs. To count 
for this difficulty, we define a virtual 

transmission rate vλ , 
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where out
vp  is given by eq. (11). Substituting 

eqs. (13, 15 into 14) gives, 
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Now, concerning the data traffic, the virtual 
TCP packet arrival rate can be approximated 
by, 
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where out
vp  counts for the extra 

(retransmission) traffic, and W
vp  counts for 

the limitation imposed on TCP user’s 
transmission rate by the oscillatory dynamics 
of the sliding window. For a relatively small 

W
vp , the relationship between the window, W, 

and W
vp  simplifies to [17], 

 

W
vp

K
W   .                 (18) 

 

where K is a constant 1 .  

Having obtained dλ , assuming Poissonian 

extra traffic components due to out
vp , and 

W
vp . Then the TCP packet delay, Tv, can, 

similarly, be obtained using eq. (14). 
 
6. Verification by simulation  

 
Computer simulation is performed in this 

section to verify the analysis presented in this 
paper. A FORTRAN program is created, and 
developed for this purpose. A Rayleigh fading 
channel model is adopted in the simulation. 
The square of the envelop of the propagation 
channel from the transmitter to the receiver-
and vice-versa is given by, 

 

)( 242 σ . XK d-  
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where d being the transmitter to receiver 
distance, X is a lognormal random variable 
whose associated zero-mean Gaussian random 

variable has a variance equal to 2  . In the 

OFDMA-wireless system, a TCP Reno is 
modeled following the approach detailed in 
[18]. Although OFDMA systems typically have 
a relatively larger number of subcarriers, we 
consider an identical 144- subcarrier setting 
for each of the UDP, TCP traffics for 
comparison purpose. The parameters chosen 
for simulation model are summarized in table 
1. 
 Fig. 2 shows a typical sample path of the 
TCP window evolution. 
 

Table 1 

Simulation system parameters 

 

Spread of lognormal (),dB 6 

Normalized power budget 1 

Path loss exponent 4 

TCP segment size (byte) 500 

TCP ACK packet size (byte) 52 

Maximum TCP window  8, 16 

RTT (m sec.) 10 

Capacity (packet/sec.) 4000 

vBER  1E-3 

dBER  1E-6 

Due to TCP’s inherent loss recovery 
mechanism, its throughput may drop 
significantly even at high SNR values. That is, 
at higher SNR, the impact of reduced radio 
frame error/loss is masked by the smaller 
number of successfully transmitted segments. 
The impact of TCP conservativeness can be 
seen through the fast variations in the TCP’s 
transmission queue shown in fig. 3. In our 
simulation, unlike the standard where the 
same modulation scheme is employed across 
all subcarriers, our allocation scheme uses 
same modulation type within a predetermined 
range of SNR. The region boundaries are pre-
calculated using eq. 8, and the bit allocations 
during simulation runs are shown in fig. 4. 
Fig. 5 shows the corresponding distribution for 
each individual allocation state. This way, the 
expected throughput of the system (during 
simulation) can be obtained using eqs. (6,  9).  

To insure a fixed, continuous throughput 
for the UDP voice traffic, we have 
differentiated amongst the two application 
types in terms of the   power   allocations.   In 
the simulation, we have assumed a target BER 
for voice = 1E-3, and for data 1E-5. 
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Fig. 2. Analytical bit allocation using quantized SNR. 
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Fig. 3. Number of packets in TCP's transmission queue.  
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Fig. 4. Bit allocation via simulation.  
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Fig. 5. Distribution of the bit allocation states. 
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Fig. 6, shows the expected total through-
put for voice traffic at different average SNR 
levels. In simulation, we have changed the 
overall average SNR by changing the total 

power budget, P in eq. (7). The resulting TCP 

throughput with, and without power differen-
tiation is also shown for comparison purpose. 
As can be seen, in all cases, voice traffic is 
guaranteed a fixed throughput. This has 
actually been achieved by compensating the 
variations in the channel fading envelope, α, 
in terms of the power allocation process. 
However, as expected, this has led to a 
corresponding reduction in the throughput of 
the TCP traffic. As can be seen, one way of 
squeezing the reduction in the TCP 
throughput is to use a reasonably high SNR 
power budget. Assuming an OFDMA system 
whose transmission rate is (say) 64 
symbol/sec. Therefore, the actual 
transmission rate for voice is about 64 K 
b/sec. As mentioned earlier in this paper, 
concerning the varying nature of the 
transmission channel conditions. Voice 
transmission is not attempted when the power 
constraint is violated. Fig. 7, shows the outage 
probability at different average SNR values 
obtained analytically, as well as by simulation. 
As can be seen, the higher the average SNR, 
the lower the outage probability. This in itself 
provides us with an additional mean for 
service differentiation. That is, a service 
differentiation by setting different bounds on 
the outages of different application classes, 

i.e., 
d
thr

v
thr     . 

Finally, we are in position to investigate 
the validity of the assumptions we have made 
while modeling the delay performance in 
section 5. Fig.  8, presents the mean delay 
time of voice traffic as function of the traffic 
intensity. This time delay includes the waiting, 
and propagation time delays. As can be seen, 
the analytical delay eq. (16) agrees well with 
the actual (simulation) results as shown in    

fig. 8. However, at higher traffic intensity 
values the discrepancies are significant. This 
is attributed to the effects of channel outages, 
which often limits the voice transmission 
attempts. Along the same line, fig. 9 shows the 
delay performance of the TCP data traffic. In 
this case, the delay includes the transmission, 
and retransmission queueing delay in addition 
to the delay imposed by the transmission rate 
limitations due to the TCP’s sliding window. 
The analytical delay shown is obtained by 
substituting eqs. (18, and 17 into 14) with 

window size of 20 packets, out
dp  =0.1.  As can 

be seen, the simulation results are reasonably 
close to the analytical one. 

 
6. Summary, and conclusions 
 
  In this paper, we have proposed an 
efficient, and practically implementable 
system for integrated voice, and data 
transmission over a common OFDMA 
technology. We have considered providing 
differentiated end-to-end QoS requirements 
This we have achieved through a dynamic 
power allocation scheme over a static 
subcarrier assignment in conjunction with a 
dynamic bit/symbol allocation scheme. The bit 
allocation scheme chooses the modulation 
type according to a pre-quantized SNR levels. 
It has been demonstrated that in order to 
exploit the OFDMA system capacity at its best, 
the wireless system designer has to make 
proper choice of the total OFDMA power 
budget in order to optimize radio resource 
assignment. An analytical model is presented 
to predict the expected time delay for the two 
service classes. Simulation results have 
indicated that our system is able to provide an 
acceptable (throughput, and delay) QoS 
framework for real, and non real time 
individual applications. 
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Fig. 6. Performance of (voice/data) power differentiation system. 
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Fig. 7. Outage probability: analytic, and simulation. 
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Fig. 8. Mean delay performance of voice traffic. 
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Fig. (9),  Mean delay performance of TCP-Data traffic.
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Fig. 9. Mean delay performance of TCP-data traffic. 
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