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State estimation and bad data detection is a fundamental requirement for control and 
monitoring of electrical power systems. In this paper, a new approach for multiple bad data 
detection and identification using genetic algorithm is introduced. The identification problem is 
formulated by picking bad data from a set of suspected measurements in order to fulfill the 
requirements of maintaining observability and eliminating the minimum number of 
measurements that forced measurements residual below a threshold limit. The algorithm was 

applied to a case study which demonstrated high ability and robustness of the proposed 

algorithm in different multiple bad data types.  

الطاقية لليتحكو واستشيعار  إدارةمنظومية  تشييي  في  ه مطلب اساسىواكتشاف القياسات الخاطئ الكهربيةيعتبر تحديد حالة منظومة القوى 
تحديد حالية منظومية القيوى الكهربيية ل المتعددة الضروريةث تقنية جديدة لاكتشاف وتحديد القياسات الخاطئة يقدو هذا البح امن المنظومة.
القياسييات ميين  هذهييالخييوار و المقتييرت لالتقيياط  فيي تمييت اييياشة مشييكلة اكتشيياف القياسييات الخاطئيية  او الخييوار و الجينييى.وذلييب باسييتخد

قيمية اقي   إليىالقياسيات  بيواق تيدف   التي وحذف اق  عدد من القياسيات  الملا حظيةفيها وذلب للتحقق من بقاء  هبالمشتمجموعة القياسات 
اكتشياف  في  هالنتائج فاعلية الخوار و وقوت وأوضحتار و المقترت على منظومة قوى كهربية بسيطة من الحد المشرف. تو تطبيق الخو

 مختلفة من القياسات الخاطئة المتعددة. أنواع
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1. Introduction 

 

Power System State Estimation (PSSE) is 

an essential tool in power system analysis. 
State Estimators (SE) are the heart of modern 

energy management systems. The perform-

ance of any other application program (e.g., 

security analysis, economic dispatch, optimal 

power flow, etc) strongly depends on the 
accuracy of data provided by the SE.  

The ability to detect and identify bad 

measurements is a great benefit of PSSE. 

Transducers may have been wired incorrectly 

or the transducer itself may be malfunctioning 

so that it simply no longer gives accurate 
readings. If a measurement is grossly errone-

ous or bad, it should be detected and then 

identified so that it can be removed from the 

estimator calculations. Otherwise it will 

corrupt the accuracy of estimated system 
states.   

The statistical properties of the measure-

ment errors facilitate the detection and 

identification. Single bad data detection and 

identification is relatively an easy task [1], it 

can be detected by setting a threshold for the 
measurements residual J(x), and identified by 

maximum individual measured-estimated dif-

ference. However, multiple bad data detection 

and identification is a complex process. This is 

due to the nature of interactive effect of 

multiple bad data on all related system states, 
which makes the identification process not an 

easy task. Many efforts were devoted to the 

issue of multiple bad data detection and 

identification during the years [2,3]. The 

successive elimination of suspected bad data 
based on the value of the Normalized Mea-

surement Residual (NMR) is the most common 

approach of identification by elimination. In 

particular, the statistical criterion based on 

the (NMR) may have problems in correctly 

identifying and eliminating multiple interact-
ing bad data especially when they are of the 

conforming type. In such a case, successive 

elimination of the measurement with the 

largest normalized residual may result in the 

suppression of correct measurements instead 
of the bad data [4].  

A different approach to the bad data 

elimination problem relies on the use of 

solution algorithms which behave in a more 

robust way than weighted least square; some 

of them are based on the idea of minimizing a 
nonquadratic function of the measurement 

residuals [5]. The weighted absolute value 
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(WLAV) method, [6], belongs to this same 

category and has widespread popularity 

thanks to its automatic bad data rejection 
property [7]. However, nonquadratic state 

estimation is prone to convergence problems 

and is more computationally demanding with 

respect to least square estimators. More 

recently, non-deterministic approaches such 

as artificial neural network [8] have been 
applied and tabu search has been proposed as 

a viable strategy for the solution of the bad 

data identification problem [9]. 

 Among non-deterministic methods, genetic 

algorithms are known to possess enough 
flexibility and generality to handle complex op-

timization problems and have been success-

fully applied in other fields of power system 

analysis. The genetic algorithm based 

procedures behave satisfactorily in identifying 

multiple bad data [10]; they also present the 
nice feature that a correct state estimation, if 

not the best solution, is often found since the 

early iterations of the procedure, thus 

enabling the operator to get a viable solution 

even before the end of the whole computation. 
This paper introduces multiple bad data 

detection technique using genetic algorithms. 

 

2. Multiple bad data detection and 

identification technique 

 
The magnitude of J(x) indicates the 

presence of bad measurements. If the value of 
J(x) exceeds the threshold, tJ, of the chi-square 

distribution of J(x) at degree of freedom k and 

signification level α, there is a reason to 

suspect the presence of at least one bad 

measurement. 
The identification of multiple bad data can 

be handled as an optimization problem of 

combinatorial nature. The suspected measure-

ment set is represented by an m-dimensional 

decision vector, b, in which: 

 
bi = 1   if the ith measurement is a bad data. 

 
bi = 0   if the ith measurement is good.  

 

Therefore, a system with m measurements 

has 2m possible decision vectors where each 
decision vector will represent a possible 

combination of good and bad measurements. 

For any possible decision vector, the removal 

of bad measurements from the measurement 

set is checked by the chi-square test.  
The problem of identification of bad data 

can be formulated as follows: For any given 
decision vector b, Set(b) denotes the corre-

sponding measurement set assuming that 

only the “good” data are taken into account  

and the suspected bad data have been elimi-
nated. After re-estimation according to the Set 
(b) measurement set, x'(b) is the new state 

vector, J[x'(b)] is the corresponding value of 

the residual, and tJ (b) is the updated detec-

tion threshold. 

 Bad data identification can now be formu-

lated as the following combinatorial problem, 
in which the objective function (Obj. Fun.) is 

equal to the total number of suspected bad 

data: 

min 




m

1i

ib  F(b) ,        (1) 

 

subject to: 

 
Set (b) is observable.        (2) 

 
J [x' (b)] < tJ (b).         (3) 

 

At the end of the optimization process, 

individual residuals can be checked to ensure 

optimal performance. 

 
3. Application of genetic algorithms to the 

problem 

 

By generating random initial population of 

binary bits, each individual of Genetic Algo-
rithm (G.A) population could represent a 

possible solution to the problem. The individu-

als being selected according to their fitness are 

applied to crossover and mutation operators to 

create a new and improved population from 

the old one. By incorporating elitism, the 
string with the best fitness value is always 

preserved in the next generation. 

 
3.1. Representation and initial population 
 

Each individual of the genetic algorithm 

population is represented by a string of binary 



E.N. Abdallah Et Al. / Data detection 

                                    Alexandria Engineering Journal, Vol. 45, No. 1, January 2006                                            59 

bits. The initial population is generated ran-

domly.  
 
3.2. Fitness function (Fit) 
 

As the identification of bad data problem is 

a constrained problem, the penalty technique 

is the most common technique used in G.As 

for constrained optimization problems, [11]. 
This technique transforms a constrained 

problem into an unconstrained problem by 

penalizing infeasible solutions, in which a 

penalty term is added to the objective function 

for any violation of the constraints. Conse-
quently, the bad data identification problem 

may be reformulated as the unconstrained 

minimization of the following objective 

function: 

 

  21

m

1i

i

~
P(b)x'JPb(b)F 



.     (4) 

 
Where P1 is a penalization coefficient, while P2 

introduces a large penalization term when the 
measurement layout, corresponding to the 
decision vector b, makes the system unobserv-

able. In the proposed procedures P1 has been 

taken equal to 1 and P2 equal to 1000. 

Since genetic algorithms try to increase 

the fitness of their population, the problem of 

minimization of eq. (4) is converted to that of 

maximizing the function 1/ (b)F
~

. 

 

3.3. Genetic operators 
 

In each generation (gen.) a new and 

improved population is generated from the old 

one by applying the three genetic operators, 
selection, crossover and mutation. 
 

3.3.1. Selection 

The new individuals are selected from the 

old population according to their fitness using 

the roulette wheel selection technique. The 

elitist strategy is used to guarantee that the 

best individual will exist in the next 
generation.  
 

3.3.2. Crossover 

One point crossover operator is used 

where the new individuals are created by 

combining substrings from the selected 

individuals and takes place according to 

crossover probability value. 
 
3.3.3. Mutation 

By using the conventional mutation opera-

tor, a new individual can be created by chang-

ing the value written in a random location of 

its string.  
Fig. 1 depicts the genetic algorithm flow 

chart used to solve the bad data identification 

problem.  

 

4. Case study 
 

The program was implemented on a six 

bus sample power system shown in fig. 2, [1]. 

In order to test the program and finding a 

good set of the G.A parameter values, the 

following parameter values proved to be a good 
start [12]: 

Population size (popsize) = 20, gene length 

= 62 (which is equal to the measurements 

number), crossover probability = 0.7, mutation 

probability = .02, maximum generation (max-
gen) number = 100. 

Introducing one bad measurement into the 
measurement set, P12 = -31.5 instead of 31.5 

and rerun the program, the program 

succeeded to find this bad error after 35 

generations. The program has been tested at 
other values of the crossover probability 

beginning from 0.7 to .99 and gave a better 

performance on crossover probability of 0.93. 

The mutation probability also has been tested 

beginning from the value of 0.007 to the value 

of 0.025 and the program gives the better 
performance on the value of 0.02. 

Multiple bad data case is then investigated 

in both cases, non-interacting and interacting 

bad data (conforming and non-conforming 

type), where the measurements may influence 
each other. Twelve tests were run to investi-

gate the technique performance in different 

cases. In test 1, two bad measurements are 

introduced assuming that the values of these 

measurements are reversed. The two bad 

measurements are the real and reactive 
injected powers at bus #1, [P1, Q1]. The actual 

per unit values are P1 = 1.079 and Q1 = 0.16 

and the assumed bad measurements are -

1.131 and -0.202, respectively. 
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Fig. 1. G.A flow chart for bad data detection. 
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Fig. 2. Case study sample power system. 

 
Running the state estimator gives a residual 
J(x) value of 1024.6 which indicates that there 

are bad measurements within the 

measurement set. The G.A program identifies 

and eliminates one bad data measurement, 
the real injected power P1. The value of the 
residual J(x), after eliminating the 

measurement P1 from the measurement set, is 

equal to 69.61. While the corresponding 
threshold tJ = 76.15. The presence of the other 

bad measurement, Q1, is not in gross error 

that makes the value of J(x) to be greater than 

the threshold tJ. Thus the program doesn't 

detect the presence of that error. The 
estimated per unit values of P1 and Q1 are 

0.984 and -0.0197 respectively. Fig. 3 shows a 

sample plot for the convergence of the fitness 

value during generations running. A system 

free from errors is obtained at the 5th 

generation but with the elimination of 25 
measurements, considered as suspect meas-

urements, from the measurement set. Then 

the number of suspected measurements to be  

 

 

 

 

 

 
 

 

 

 

 

 
 

 

 

 
 
 

Fig. 3. The best fitness and average fitness obtained at 
each generation in test 1. 

 

eliminated is reduced until reaching the 
optimal solution (O.S) at the 43rd generation. 

Table 1 through table 3 shows the output 

results for different cases. 
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 Table 1   
 Non-interacting multiple bad data identification 

 

 Introduced bad    

 measurements 

Actual 

values 

Error 

values 

Estimated 

values 
Jbefore* Jafter* tJ Notes 

 Test 1 

 P1 1.079 -1.131 0.984 
1024.6 69.61 76.15 

P1 was detected 

O.S was obtained at 
gen.= 43 

 Q1 0.16 -0.202 -.0197 

 Test 2 

 P41 -0.425 -0.8 -0.435 

116.95 68.188 76.15 

P41 was detected 

O.S was obtained at 
gen. = 38  Q41 -0.199 -0.5 -0.237 

 Test 3 

 P12 0.287 0.65 0.3 

239.85 60.372 74.92 

P12 and P24 were detected 

O.S was obtained at gen. 
= 49 

 P24 0.331 -0.328 0. 33 

 P53 -0.18 -0.42 -0. 19 

 Test 4 

 P24 0.331 -0.328 0. 324 

531.98 37.77 73.68 

All bad data were 

detected 
O.S was obtained at gen. 
= 40 

 Q24 0.461 -0.383 0. 466 

 P35 0.191 -0.177 0.193 

 Q35 0.232 -0.239 0. 231 

Test 5 

 P12 0.287 -0.315 0.303 

913.65 62.63 72.44 

All bad data were 
detected except Q12 and 

P45  

O.S was obtained at gen. 
= 48 

 Q12 -0.154 0. 132 - 0.124 

 P45 0.041 -0.007 0.043 

 Q45 -0.049 0.174 - 0.047 

 P36 0.438 -0.433 0.433 

 Q36 0.607 -0.583 0.569 

 *  Jbefore : Value of  state estimation residual before eliminating the bad measurements from the  measuring set  
 * Jafter : Value of  state estimation residual after eliminating the bad measurements from the measuring set 

 O.S:  Optimal solution 
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Table 2  
Interacting multiple bad data identification, non-conforming type 

 

Introduced bad 
measurements 

Actual 
values 

Error 
values 

Estimated 
values 

Jbefore* Jafter* tJ Notes 

Test 6 

P12 0.287 -0.315 0.306 

503.7 66.83 73.68 

All bad data were 
detected except Q12 

O.S was obtained 

at gen. = 46 

Q12 -0.154 0.132 -0.123 

P14 0.436 -0.389 0.45 

Q14 0.201 -0.212 0.23 

Test 7 

P21 -0.278 0.349 -0.288 

677.87 51.87 71.2 

All bad data were 
detected except Q21 

O.S was obtained at 
gen. = 47 

Q21 0.128 -0.097 0.122 

P24 0.331 -0.328 0.326 

Q24 0.461 -0.383 0.456 

P25 0.155 -0.174 0.156 

Q25 0.154 -0.22 0.144 

Test 8 

P32 -0.029 0.021 -0.026 

848.47 49.89 72.44 

P35, Q35, P36, and Q36 

were detected 
O.S was obtained at 
gen. = 34 

Q32 0.057 -0.102 0.047 

P35 0.191 -0.177 0.193 

Q35 0.232 -0.239 0.22 

P36 0.438 -0.433 0.435 

Q36 0.607 -0.583 0.575 

Test 9 

P51 -0.345 0.366 -0.349 

355.38 66.72 73.68 

All bad data except P56 

were detected 
O.S was obtained at 
gen. = 34 

Q51 -0.135 0.175 -0.133 

P52 -0.15 0.117 -0.142 

Q52 -0.18 0.222 -0.172 

P56 0.016 0.021 0.02 

Q56 -0.097 0.08 -0.099 

Test 10 

P41 -0.425 0.401 -0.441 

722.64 51.362 72.44 

All bad data were 
detected except P45 and 

Q45  

O.S was obtained at 
gen. = 34 

Q41 -0.199 0.143 -0.206 

P42 -0.316 0.298 -0.314 

Q42 -0.451 0.443 -0.431 

P45 0.041 -0.007 0.042 

Q45 -0.049 0.174 -0.042 
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Table 3  
Interacting multiple bad data identification, conforming type 

 

   Introduced bad  
   measurements 

  Actual    
  values 

  Error    
  values 

  Estimated  
  values 

  Jbefore*   Jafter*   tJ   Notes 

Test 11 

P2 0.50 0.968 0.351 

163.15 72.19 73.68 

P2 , Q2, and P24 were 

detected   

O.S was obtained at 
gen. = 51   

Q2 0.744 1.44 0.70429 

P24 0.331 0.656 0.285 

Q24 
0.461 0.766 0.503 

Test 12 

P5 -0.70 –1.26 -0.523 

162.81 61.39 72.44 

All bad data were 
detected except Q5 

and Q51  

O.S was obtained at 
gen. = 42 

Q5 -0.7 –1.015 -0.916 

P51 -0.345 –0.641 -0.31 

Q51 -0.135 -0.306 -0.188 

P53 -0.18 -0.439   -0.137 

Q53 -0.261 -0.523 -0.306 

 
 
4.1. Non-interacting multiple bad data 

identification 
 

Tests from 1 to 5 show that the program 

successfully identifies most of the non- 

interacting bad measurements even in the 

worse seldom case when a six bad measure-
ments are involved with the measurement set. 

Thus the best state estimate of the system 

could be obtained by running the state 

estimator with the remaining measurements 

after eliminating the identified bad measure-

ments. Some bad measurements are intro-
duced by assigning negative values to these 

measurements. This type of bad measure-

ments may occur from connecting the 

transducers up backwards, thus, giving the 

negative of the values being measured. 
In some cases, as test 1 and 3, when the 

measurements are not grossly in error, the 

program couldn’t sense its existence due to 

limited increase in the residual value. Al-

though they are not identified as bad meas-

urements, the state estimator gives accepted 
values for these measurements. This is the 

role of the state estimator to relieve any small 

errors that exist within the measurement set. 

The large number of error measurements in 

test 5, although rarely happened, shows the 
robustness of the introduced algorithm. 

 
4.2. Interacting multiple bad data identification 

– non conforming type 

 
If more than one bad measurement is 

incident on the same bus, but they are not 

congruent, they will be interacting of non 

conforming type. The tests from 6 to 10 in 

table 2 give examples of that kind of error. As 

an illustration, in test 6 the errors happening 
in reading the power flows P12, Q12, P14 and Q14 

would give a decrease in the real and reactive 

powers injected at bus one, while the reading 

measurement of the real and reactive injected 

powers at that bus indicate that there is no 

change in the injected powers. Then the errors 
are not consistent and of non conforming type. 

Due to contradiction of error types, it was a 

relatively easy task to detect and identify most 

of the bad measurements, except when the 

measurements are not grossly in error, the 
program couldn’t sense its existence due to 

limited increase in the residual value. 
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4.3. Interacting multiple bad data identification 
– conforming type 

 
 If more than one bad measurement is 

incident on the same bus with conforming 

values, they will be interacting of conforming 

type. The tests from 11 to 12 in table 3 give 

examples of that kind of errors. Although bad 

data identification is more difficult in this 
case, the proposed technique was able to 

detect and identify most of the bad 

measurements.  

 

5. Conclusions 
 

A new algorithm for multiple bad data 

detection and identification is proposed. The 

proposed algorithm depends on normal 

threshold detection method through a thresh-
old tJ based on chi-square distribution. The 

identification method was formulated as a 

combinatorial optimization problem where the 

objective is to minimize the number of bad 

data forcing the residual to be below the 

threshold value. Constraints of non-feasible 

solutions were handled using penalty factor 
technique. The G.A handled the problem very 

robustly in all cases, multiple interacting and 

non interacting bad data, conforming and non 

conforming types. Test examples showed the 

success of the algorithm in majority of the 
cases. 
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