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This paper proposes a density based clustering algorithm which takes obstacles into 
consideration.  The proposed Clustering with Obstacle Entities algorithm COE-DBSCAN is 
based on the DBSCAN algorithm, which performs effective clustering for spatial data based 

on the notion of density.  The   paper   presents a survey of existing spatial clustering algo-
rithms and identifies the problems of related algorithms that deal with obstacles. The 
complexity of the proposed algorithm COE-DBSCAN is analyzed and some experimental 

work is presented. It is shown   that COE-DBSCAN overcomes the problems of existing spa-
tial clustering algorithms considering obstacles.  The paper is   concluded with some 
suggestions for further research issues. 

مجموعاات مان المع وجود كم كبير من البيانات المخزنة في قواعد البياناات  الىات ىوىاول عبات بياناات ويزياة  يبعا  الاب    يجااد 
لهاا   يااات الىنبياال  الويااز   لببيانااات وعمبأوااد أ اام البيانااات  الىااي ى ااىرص فااي خاااا.  مىما بااةا  ولاا ا ي ااد الىاااني  الويااز  ماان 

م الىااني  الوياز  فاي ال دياد مان الىتبيباات الج رافياة ا ساىخدو بالرغم مان ا   موعوع بوث را.جاالأ مية   فبد أابح   ا المجا
ىام ىجا ا  وقات اجاراه  ا ا البواث فباد    في أغبل خواريزمـيات الىاني  الىاي ىام  عاداد ا وىات فأنه وغير ا   والتبية وعبم الببص

الأنهاار والبويارات و التارق الساري ة ماع أن وجود اا يمكان أن يا  ر فاي  وجود ال وا.ق التبي ية الموجودة في ال الم الوبيباي  م ا 
نىا.ج الىاني  باورة جو ريةا و ل ا يىنااو    ا ا  البواث م اكبة  الىااني  ماع وجاود عوا.اق  و ياىم فياه  قىارا   خاواريزم  قاا.م 

ف الياة ماع أخا  و  ني  بكبااهة و يباوم بالىاا  DBSCANالم ارو    و و مبنت عبت الخواريزم   COE-DBSCANعبت الك افة 
بالأعماا  السااببة فاي  ا ا   مبارناة لبنىاا.ج ىام عما  المبىر  كما  الخواريزم  ى بيد مدل  وقد ىم ىوبي  الإعىبارا في  الإعاقة  عوام 
فات وجاود  يزل الخا  بالىاني  الو الخواريزم  ىمت لدراسة كباهة الىت ب   الىجارل ال مبية بدم  فت   ا  البوث يكما  المجا ا

ب ا  ومبخا  لببواث وماا ىام أنجااز  فياه  كماا يعام الىجاارلا وىمات مناق اة نىاا.ج ىباص المرجو منه  لبهد   عوا.ق ومد  ىوبيبه
 الأقىراوات لإعافات مسىبببيةا
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1. Introduction  
 

     Spatial data mining is a demanding field 

since huge amounts of spatial data has been 

collected in various applications, ranging from 

remote sensing to Geographical Information 

Systems (GIS), computer cartography, envir-
onmental assessment and planning. The 

collected data far exceeds people's ability to 

analyze it. Thus, new and efficient methods 

are needed to discover knowledge from large 

spatial databases. Different techniques such 

as generalization-based, clustering, spatial 
association rules, approximation and aggrega-

tion have been defined for mining of spatial 

data [1]. 

Spatial clustering, which groups similar 

spatial objects into classes,is an important 
component of spatial data mining. Due to its 

immense applications in various areas, spatial 

clustering has been a highly active topic in 

data mining research. Its application has been 
utilized in many fields [2]. 

Spatial databases contain spatial related 

information. Such databases include geo-

graphic (map) databases, VLSI chip design 

databases, and medical and satellite image 

databases. Spatial data mining is the discov-
ery of interesting characteristics and patterns 

that may exist in large spatial databases. 

Clustering, in spatial data mining, is a useful 

technique for grouping a set of objects into 

classes or clusters such that objects within a 

cluster have high similarity among each other, 
but are dissimilar to objects in other clusters. 

The spatial clustering methods are classi-

fied into five categories [3]:  

- partitioning methods; 

- hierarchical methods; 
- density-based methods; 

- grid-based methods; and 

- constraint-based methods. 
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For the same data sets, the clusters dis-

covered could be different according to the 

clustering methods used. For certain data set 
structures in certain applications like mine-

field detection (grouping mines in minefield), 

seismology (grouping earthquakes clustered 

along seismic faults) and astronomy (grouping 

stars in galaxies) there is a need for the 

density-based notion of a cluster, which can 
discover natural clusters with arbitrary 

shapes and give more accurate results than 

other methods. 

The main reason that the clusters are 

recognized using the density based notion, is 
that within each cluster there is a typical 

density of points, which is considerably higher 

than outside of the cluster. Furthermore, the 

density within the areas of noise is lower than 

the density  in any of the clusters. Thus, it can 

be concluded that density based algorithms 
could discover clusters with arbitrary shapes 

and  are sensitive to  noises and outliers. 

On the other hand, it is found that in the 

real world, many physical obstacles exist such 

as rivers, lakes, mountains that their presence 
may affect the result of spatial clustering. 

Thus, it is useful to study the problem of 

spatial Clustering with Obstacle Entities 

(COE).  

Although, the problem of COE in partition-

ing based methods [4] and in grid based 
methods has been studied [5], a density based 

algorithm, that considers the real life physical 

obstacles has  not  been  proposed  yet. Thus, 

for the importance of density based methods 

mentioned above, the problem of COE in 
density based algorithms needs to be investi-

gated. 

Indeed, there is a need for a novel density 

based algorithm that takes the obstacles into 

consideration and tries to overcome the 

drawbacks found in  existing spatial clustering 
algorithms. Hence, the density based algo-

rithm DBSCAN is selected as the framework, 

and the proposed algorithm is named COE-

DBSCAN. 

The rest of the paper is organized as 
follows. The related  work  is discussed  in 

sections 2 and 3.  The details of the proposed 

algorithm COE-DBSCAN is presented in 

section 4, the analysis of the complexity of the 

proposed algorithm is presented in section 5 . 

Some experimental results are presented in 
section 6. Moreover, section 7 presents a com-

parison of the algorithm results with other 

constraint-based methods. Finally, section 8 

presents a summary of the paper, along with 

recommendations for future extensions. 

 
2. Related work 

 

Many studies have been conducted in 

cluster analysis. Table 1 summarizes Spatial 

Clustering methods in the literature. Con-
straint based methods in particular are dis-

cussed   in section 3. 

 

3. Constraint-based methods 

 

The development of spatial data mining on 
large databases has provided many useful 

tools for the analysis of geographical data. 

However, most of these algorithms provide 

very few avenues for users to specify real life 

constraints which must be satisfied with the 
clustering. In many applications, physical 

obstacles like mountains and rivers could 

affect the result of clustering algorithms. So , 

a novel problem has been defined COE-

Problem (clustering with obstacle entity). Two 

algorithms addressed this problem:  COD-
CLARANS [4], and   SCPO [5].  These are 

briefly   described below and summarized in 

table 2. 
 
3.1. COD-CLARANS 
 

COD-CLARANS (clustering with obstructed 

distance based on CLARANS)[4] was the first 

clustering algorithm that takes into considera-

tion the presence of obstacle entities. COD-

CLARANS consists of two phases. The first 
phase breaks the database into several 

databases and summarizes them individually 

by grouping the objects in each sub-database 

in a micro-cluster. A micro-cluster is a group 

of points, which are so close together that they 
are likely to belong to the same cluster. The 

second   phase  is  the  clustering  stage.   The 
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Table 1 
Spatial clustering methods 

 

Clustering 
methods 

Examples Descriptions Remarks 

Partitioning 
methods 

K-means[6] 
EM [7] 
K-medoid[8] 

- Cluster  based  on  the notion of   
distance  
- Use iterative reallocation techniques. 

- K (Number of clusters) will be 
specified as input parameter. 
- Cannot find arbitrarily shaped 
clusters. 

 

 
Hierarchical 

methods 

Agnes& Diana[8] 
BIRCH [9] 

CURE [10] 
Chameleon [11] 

- Create a hierarchical decomposition 
of the given set of  data  objects 

forming a tree, which splits  the 
database  recursively  into  smaller 
subsets. 

- The Cluster merging and  splitting 
operations are  irreversible. 

- Cannot swap objects between   
clusters. 
 

Density-

based 
methods 

DBSCAN [12] 

OPTICS [13] 
DENCLUE [14] 

- Cluster  based  on the notion of 

density 

- Can find clusters with arbitrary 

shapes and sizes 
- Sensitive to outliers 

Grid-based 

methods 

STING [15] 

Wave-cluster [16] 
CLIQUE [17] 

- Use a grid data structure to 

decompose the area then label each 
cell as dense or non dense 

- Fast processing time which is 

independent of the number of data 
objects 
- Facilitate parallel processing 

Constraint-
based 
methods 

COD-CLARANS [4] 
SCPO [5] 

- Extend any of  the above techniques  
and  
- Take the obstacles into consideration 

- still  in its infancy (only two 
algorithms in the literature) 

 
 

algorithm randomly selects k points as the 

centers for the required clusters and then tries 

to find better solutions. Since COD-CLARANS 

is an extension of the CLARANS algorithm, it 
suffers from similar drawbacks as CLARANS.   

 
3.2. SCPO 
 

SCPO (Spatial Clustering in the Presence 
of Obstacles) [5] is a grid-based algorithm, 

which divides the spatial area into m, rectan-

gular cells of equal areas. Then the algorithm 

labels each cell as dense or non-dense 

according to the number of points in that cell 

and an input threshold. The algorithm also 
labels each cell as obstructed (i.e. intersects 

any obstacle) or non-obstructed. The algo-

rithm finds maximal connected regions of 

dense, non-obstructed cells. Then the algo-

rithm finds a center for each obtained region. 
A close study of table 2 reveals that 

although there are trials for developing spatial 

clustering algorithms with obstacles, yet there 

is no density based algorithm, that takes the 

real life obstacles into consideration. It can be 

concluded that the problems that are found in 
existing spatial clustering algorithms with  

obstacles that arise from their   nature   are as 

follows: 
 

 

Table 2 
Constraint-based  spatial  clustering algorithms 

 

Algorithm name Description Remarks  

COD-CLARANS Extend  

CLARANS 
(Partitioning 
based) 

- Needs  two 

 input parameters 
- Can not handle 
outliers 
- Can not find 

arbitrary shaped 
clusters 

SCPO  (Grid based) - Needs two  
input parameters 

 

1. do not detect  noises and outliers;(Outliers 

refer to spatial objects, which are not ontained 
in any cluster and should be discarded during 

the mining process); 

2. do not detect clusters with arbitrary shpes 

and sizes; 

3. need  to know the number of clusters in 
advance;  and 

4. use randomize search and micro clustering  

in  the preprocessing  stage.   

Indeed, it can be seen from the previous 

discussion, that there is a need for a novel 

spatial clustering algorithm with obstacles  
that overcomes all the drawbacks mentioned 

above. Thus, a density based algorithm COE-

DBSCAN which is based on the DBSCAN algo-

rithm is  proposed  in  the  next  section. 
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4. The proposed COE - DBSCAN algorithm 

 

Most clustering algorithms assume direct 
Euclidean distance among the objects to be 

clustered without obstacles in the way.  How-

ever, most applications do have obstacles in 

presence, and the omission of such obstacles 

may lead to distorted and often useless 
clustering results.  Hence,  the term  ob-
structed  distance  is used  to represent  the 

distance  between  two points  in   the pres-

ence of  obstacles.  

During the clustering phase the COE-

DBSCAN algorithm  needs to select the Eps-

neighborhood; using the obstructed distance 
and  not  the  Euclidean distance of each 

point; where  Eps  is a threshold  taken  as an 

input parameter.  

The proposed COE-DBSCAN algorithm 
consists of two phases; a pre-processing phase 

that materializes information which facilitates 
the obstructed distance computation, and the 
clustering phase which performs the actual 

clustering.  These two phases are described  

below: 

- Phase I is the Pre-processing Stage.  In this 
phase a Binary Space Partitioning tree (BSP) 

[18] is constructed as well as a complete 
Visibility Graph for later use in computing the 

obstructed distance function. 

- Phase II is the Clustering stage. In this 

phase the DBSCAN algorithm is applied, but 

instead of selecting the Eps-neighborhood for 

each data object based on the Euclidean 
distance, the selection is based on the 

obstructed distance computed in phase I. 

The following definitions  are  needed be-

fore the algorithm is  presented.  
Definition 1: (Eps- neighborhood  of a point)   

The Eps- neighborhood  of a point p, denoted 
by:  NEps (p), is defined by  NEps(p) = {q ε D | 

dist(p,q)  ≤  Eps} [12].   

Definition 2: (Directly density reachable) A 

point p is directly density reachable from point 

q, with respect to, Eps  and   MinPts    if p  ε   
NEps(q) and | NEps(q) |≥ MinPts  (core point  

condition) where,  MinPts   is  the  minimum  

number  of  points in an  Eps-neighborhood   

of a point  in  order  to be  considered  to  be  
in a  cluster  and  not an outlier.  
Definition 3: (Density reachable) A point p is 

density reachable from point q, with respect 

to, Eps and MinPts if there is a chain of points 

p1,… pn,  p1 = p, … pn  = q, such that   pi+1 is  

directly   density reachable from pi.     

  
4.1. Phase I:  The preprocessing stage 
 

The aim of  this phase is to complete as 

much pre-calculations as possible so that the 

future procedures do not have to repeat the 

same operations. All information from this 
stage is stored in memory. During this phase,  

the BSP tree (Binary Space Partitioning Tree)  

for the obstacles defined in a region R, and the 

visibility graph  are built,  in order to  be used  

in  calculating  the  obstructed  distance later 

on. 
 
4.1.1. The BSP tree 

The Binary Space Partitioning (BSP) Tree 

[18] is a data structure which can efficiently 
determine whether two points p and q are 

visible to each other  within  the region R. The 
point p is defined to  be visible from q in the 

region R if the straight line joining  p and q 

does not intersect any obstacles.  

In the algorithm the BSP tree is used to 

determine the set of all visible obstacle 
vertices from a point p. The notation vis(p) is  

used  to denote such  a set of vertices.  
The Binary-Space-Partitioning (BSP) tree 

has been widely-used and studied in the 

graphics and computer games industry. The 

advantage of   this data structure is that it can 

be used to efficiently determine a data object   
location in relation to the polygonal obstacles 

within the space. With this information, the 

data space can be further processed and the 

visibility from that data object can be discov-

ered. 

 
4.1.2. Visibility graph 

A visibility graph is a graph whose set of  
nodes V correspond to  vertices of  the polygo-

nal obstacles,   and  whose set of  edges E cor-

respond to the  pairs of   vertices  that are  

mutually  visible  to each other. In an obsta-
cles planar space, there is an infinite number 
of paths between any two points p and s. The 

shortest path  is composed of  segments 
whose endpoints are either  p, s, or  the verti-

ces  of  the polygons  in  the  planar  space 

[19]. 
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Given a set of m polygonal obstacles, 

O={O1,..., Om}, the visibility graph is a graph 

VG=(V,E) such that each vertex of the 

obstacles has a corresponding node in V, and  

two nodes  v1 and v2  in V are joined  by an  

edge in  E  if and only if   the corresponding  
vertices  they  represent  are visible  to  each  

other. 

To generate VG,   the  BSP-tree  is  used, 

and  a  search  for  all    visible  vertices  from 

each  vertex of   the obstacles  is conducted. 
The visibility  graph  is  pre-computed  be-

cause it is  used for  finding  the obstructed  

distance  between  any  two points  in  the  

region. 

Finding all polygon vertices that are visible 

to a point is achieved in two main steps as fol-
lows; obtain a priority list from the BSP-tree 

with respect to the point, and then incremen-

tally compute the point’s visibility.  

 
4.1.3. Computing  the  obstructed  distance 

In order to compute the obstructed dis-

tance, the shortest path between all obstacles’ 

vertices must be materialized. Hence, the 

Dijkstra algorithm is applied for this purpose. 

Dijkstra algorithm is also called the single-

source shortest path algorithm [20]. The algo-
rithm discovers the shortest paths between a 

given single source to all vertices in a weighted 
graph. The shortest path from s to p is defined 

as a path from s to p such that the sum of the 

weights of the arcs on the path is minimized. 

Thus the algorithm is applied on the visibility 
graph. 

 
4.2. Phase II: clustering stage 

 

In this section, the proposed COE-

DBSCAN algorithm is discussed and its 
pseudo code is presented. It is based on the 

DBSCAN clustering algorithm but takes the 

obstacles into consideration. In addition,  the 

obstructed distance computation  between  

data objects  is  presented. 
 
4.2.1. COE-DBSCAN algorithm  

To find clusters, COE-DBSCAN starts with 
an arbitrary point p and retrieves all points 

density reachable from p with respect to Eps, 

the Eps neighborhood data objects to point p. 

If p is a core point, the number of Eps 

neighbors data objects exceeds the minimum 

number of points MinPts accepted as an input 

parameter, so, this procedure yields a cluster 
and only the visible neighbors to the point p or 

the objects with obstructed distance less than 
Eps are added to this cluster. If p is a border 
point, no points are density reachable from p, 

so COE-DBSCAN visits the next point in the 

database. 
 
Algorithm: COE-DBSCAN 
Input: 

1. A set of  n objects {P1,P2,…..Pn}  and a set of 

polygon obstacles{O1,O2,.....Om} in a spatial 

area S. 
2. Eps, MinPts are the global density parame-

ters, which represent the minimum number of 

points in the Eps neighborhood. 
Output:    Clusters in S along with their labels 

Method: 

Function COE-DBSCAN 

Precondition: All objects in S are unclassified 
ClusterId = 1 (construct a new cluster); 
For (i=1;  i<n  ;  i ++) 

{ 
Determine the ith data object Pi from the N 

objects; 
 If the cluster of Pi is unclassified Then                  

//call function Expand Cluster to construct a 
cluster containing Pi 

Expand Cluster returns True if it detects all 

data objects that belong to cluster Clustid 
(reachable from Pi). It returns False if Pi  is  

still  unclassified  // 
If ExpandCluster (N objects, Pi, ClusterId, Eps, 

MinPts) Then       
                         { 

                     ClusterId = nextId (construct 

a new cluster); 

                          }  

} 
Output the clusters with their label; 

 

The following pseudo code illustrates the 

ExpandCluster function to find all reachable 

data objects from a certain one. 

 
Function: ExpandCluster 
Input: 
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1. A set of N objects {P1,P2,…Pn }and a set of 

polygon obstacles {O1,O2,...Om} in a spatial area 

S. 
2. The ith data object Pi and the cluster  

ClustId. 
3. Eps, MinPts are the global density parame-

ters, which represent the minimum number of 
points in the Eps neighborhood. 

Method: 
Retrieve the Eps neighborhood N Eps 

(Pi) of the object; 

If   N Eps(Pi).size < MinPts   
Then // Pi is not a core point//  

   {  
     Mark  Pi as  noise  

     Return False; 

   } 

Else      // Pi  is a core point// 

  { 
Mark Pi with ClustId 

Push all objects From N Eps( Pi) in a list,Q; 

 //The temporary list Q contains all objects 

that are candidates to be in the same cluster 
as Pi // 

 While Q is not empty Do 

       { 
 current := Q.first(); 

// Take the first element in the list Q and 

detect if this current element is visible to Pi, 

i.e., the line between the current element and 
Pi does not intersect with any obstacle. If not 

compute the obstructed distance between Pi 

and current d' (current, Pi )// 

         IF  (current object is visible to Pi)   OR   

(d’(current, Pi) < =Eps)  

Then 
 {Mark current with ClustId; 
 Retrieve all objects in N Eps(current) ; 

     //the objects not yet classified or are 

marked as noise// 

IF   N Eps(current).size >= MinPts   

Then 
{ 
For (j=1 ;j<N Eps(current).size ; j++) 

                            { 

Push the unclassified objects that are visible 

to the current element OR the obstructed 

distance between the current element and 
these objects is less than Eps in the list Q  

Mark these objects with the current cluster 

ClustId;       

                  }                         

 }End if; 

} 

Else 
{ 

  Mark current as unclassified 

} End if; 

 Q.delete; 
 }End While     // Q list is not empty// 

Return True; 
} End if; 

It must be noted that the ClusterId of 

points which have been marked to be NOISE 

may be changed later, if they are density 

­reachable from some other point in  the 

database. This happens for border points of a 
cluster. Those points are not added to the list 

because it is already known that a point with 

a ClusterId of NOISE is not a core point. 

Adding those points to the list would only 

result in additional region queries which 
would yield no new answers. If two clusters C1 
and C2 are very close to each other, it might 

happen that some point p belongs to both, C1 

and C2. Then p must be a border point in both 

clusters because otherwise C1 would be equal 

to C2 since global parameters are used. In this 

case, point p will be assigned to the cluster 

discovered first. Except from these rare 

situations, the result of COE-DBSCAN is 
independent of the order in which the points 

in  the database are visited. 
COE-DBSCAN needs two parameters, Eps 

and MinPts. However, the experiments indi-
cate that the k­dist graphs for k > 4 do not 

significantly differ from the 4­dist graph and, 
furthermore, they need considerably more 

computations. Therefore, parameter MinPts 

will be eliminated by setting it to 4 for all data-

bases (for 2­dimensional data). 

To compute the obstructed distance in   
the Expand Cluster algorithm, it takes two 

phases as follows: 
Phase I: compute an index VV entry for any 

pair of obstacle vertices. 

The materialization of this index is equiva-

lent to finding the all pairs shortest path in 
the visibility graph VG. It can be shown that 

the computation of the shortest path between 

any two invisible points in R will often require 

the calculation of the obstructed distance 
between vertices. As such materializing the VV 

index will avoid the redundant computation of 
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these distances. And this will be done by 

applying the Dijkstra algorithm [21]. 
Phase II: for any two points p and q, for which 

the obstructed distance needs to be computed, 
first we have to determine the set of all visible 

obstacle vertices from p and q using the  BSP 
tree. These sets will be denoted as vis(p) and  

vis(q). Then vi   is selected from vis(p) and vj  is 

selected from vis(q) such that the distances  

d(vi,vj) is minimum. Thus, the obstructed 

distance between the two points p, q denoted 
d’(p,q) will be computed as follows: 

Obstructed distance d’(p,q) = d(p,vi) + d 

(vi,vj) + d(vj,q) 

Once phase I is completed, the execution of 

phase II is trivial except for the formation of 
vis(p), and vis(q) with respect to point p and q. 

The BSP tree will   be used for this purpose. 

 
5. Complexity analysis of the proposed 

algorithm 

 

The complexity of COE-DBSCAN will be 

analyzed in this section. The following nota-
tions are defined for this discussion. 
N is the number of data objects in database 

D, 

G is the visibility graph with a set of 

vertices, 
V is the and a set of edges E that connect 

pairs of vertices that are mutually visible, 
|V| is the number of vertices in G, and        
|E| is the number of edges in G. 

The discussion is separated into two parts: 

Phase I and Phase II of COE-DBSCAN as de-

scribed in the previous section. 

 
5.1. Complexity analysis of phase I 
 

This phase complexity is divided into three 

major steps: the complexity of building the 

binary space partitioning (BSP) tree, the com-

plexity of building the visibility graph, and the 

complexity of finding the shortest path be-
tween the obstacles’ vertices using Dijkstra's 

algorithm. 

 
5.1.1. Complexity analysis of the BSP tree 

construction  
Both the BSP-tree construction and the 

visibility checking method depend on many 

variables. These include the number of obsta-

cles, the number of edges in each obstacle, the 

distribution of the polygons, and also the loca-

tion of the interested viewpoint. In order to 
analyze the complexity of the BSP-tree con-

struction, we need to consider the worst-case 

scenario. Suppose there are a set of polygons 
with V edges in total (note that, the number of 

edges in any polygon is equal to the number of 

its vertices). One polygon edge is selected to 
construct the hyper-plane in every partition. 

In the worst case, each hyper-plane splits all 

edges in its subspace. Consequently the 
complexity is O(|V|²). 

 
5.1.2. Complexity analysis of the visibility  
          graph   construction  

To construct the visibility graph, as dis-

cussed in the previous section, each obstacle 

vertex V must be examined, and the BSP-tree 

is queried for all other vertices that are visible 
to V. The query takes O(|V|) time, therefore 
the running time to construct G is O(|V|²).  
 
5.1.3. Complexity analysis of  computing the  

obstructed  distance 

The total expected running time for 
Dijkstra‘s algorithm [9] is c1 |V| log |V| + c2 

|E| log |V|which is nearly O(|E| log |V|).The 

performance of the Dijkstra’s algorithm de-

pends on the nature of the weighted graph. 
When G is a dense graph, the simple array im-

plementation produces better results than the 

binary heap implementation. The running 

time for these three steps will be: 
O(|V|²) +  O(|V|²) + O(|E| log |V|) which is 

nearly  O(|V|² + |E| log |V|). 

 
5.2. Complexity analysis of phase II 
 

Phase II consists of applying  the  DBSCAN 

algorithm by using the obstructed distance 

neighborhood, computed in phase I, instead of 

the Euclidean distance. The complexity of 
phase II of COE-DBSCAN will refer to the 

same concept as the complexity of DBSCAN. 

In the worst-case the function ExpandCluster, 

which is applied to define all data objects for a 

certain cluster, will be implemented N time for 
each data point. So, the complexity of Expand 
Cluster will depend on the call of Eps(Pi) which 

returns the Eps neighborhood, of the point 
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depending on obstructed distance, not the 

Euclidean distance.  

Since, region queries can be supported 
efficiently by spatial access methods such as 

R* trees [22] which are assumed to be avail-

able in a spatial database system for efficient 

processing of several types of spatial queries. 
The height of an R* tree is O (log N) for a 

database of N points in the worst case and a 

query with a small query region has to 
traverse only a limited number of paths in R*-
tree. Since the Eps-Neighborhoods, are ex-

pected to be small compared to the size of the 

whole data space, the average run time 
complexity of a single region query is O (log N). 

For each of the N points of the databases, we 

have at most one region query. Thus, the 
average run time complexity of COE-DBSCAN 
is O (N log N ).  
 

5.3. Total complexity analysis 
 

 The total complexity of the COE-DBSCAN 

algorithm is the sum of expected running time 

of Phase I and Phase II: 
O(PHASEI)     = { O(|V|² + |E| log |V|) }. 
O(PHASEII)    = {O(N log(N)) }. 
Since |V| the number of vertices, is assumed 

to be far less than the number of data objects 
N. Thus, the total complexity of COE-DBSCN 

is O(N log(N)). 

 

6. Experimental results 

 
To assess the validity of the proposed algo-

rithm, experiments were conducted using syn-

thetic data. The screenshots of the clustering 

results generated by DBSCAN were compared 

to the clusters discovered by COE-DBSCAN. 

The data was generated by first placing simple 
polygons in the region R. Then, data points 

were randomly generated on the region R, and 

the data points that reside inside of the 

polygons, were eliminated. The polygons in the 

planer space represent the obstacles, and the 
points represent the data objects to be 

clustered. 

In this section three different data sets 

containing points in two dimensions are 

selected in order to demonstrate the main fea-

tures of the proposed algorithm. The complete 

set of the experiments that were conducted is 

presented in [23]. 

 
6.1. Data set I 

 

First, a simple data set is selected in order 

to prove that the proposed algorithm takes the 

obstacles into consideration. It has only one 

cluster with three obstacles. The screenshots 
of the COE-DBSCAN steps will be shown in 

the following figures. In phase I, the original 

data set is shown in fig 1-a, the visibility 

graph of the obstacle vertices and all pairs 

shortest path in the visibility graph using 
Dijkstra’s algorithm are shown in fig. 1-b. In 

phase II the clusters discovered by COE-

DBSCAN are presented in fig. 1-c. Then, the 

DBSCAN clustering results are displayed in 

fig. 1-d. 

The COE-DBSCAN pre-processing steps 
can be summarized as follows: 

- select one of the obstacle vertices; 

- determine the vertices visible to the 

selected one; 

- draw an edge in between;  
- compute the distance of this edge to be 

used in Dijkstra’s algorithm; then 

- repeat the above process for all obstacle 

vertices. 

It  is  observed  that   the result  of  the  

DB-SCAN algorithm  in fig. 1-c is one cluster  
which contains the obstacles between  its  

objects. On the other hand, fig. 1.d shows that 

the proposed algorithm COE-DBSCAN pro-

duces three different clusters split by the 

obstacles. Thus COE-DBSCAN solves the 
problem that it was developed for. The next 

two experiments are presented in order to 

show other important features of COE-

DBSCAN. 

 
6.2. Data set II  
 

This data set is selected in order to 

express the main feature of COE-DBSCAN, 

which is the detection of   noises and outliers. 

Thus, for different shapes of obstacles with 
noises and outliers data objects, fig. 2-a 

illustrates the original data set. Fig. 2-b 

represents the obstacle visibility graph. 
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       (a) Data Set I (Original Data)           (b) Data Set I (Visibility Graph) 

 
 

 

 

 

 

 
 

 

 

 
   (c) Data set I (DBSCAN Results)                          (d) Data Set I (COE-DBSCAN  

 
Fig.1. Data set I. 

 

By observing fig. 2-c and fig. 2-d, it is 
observed that the outliers n1, n2 and n3 have 

been detected by both algorithms DBSCAN 

and COE-DBSCAN. This is due to the nature 

of both algorithms which are density-based, 

thus they have the ability to detect noise and 

outliers. However, the number of clusters 

found by  DBSCAN for  this  data  set    is  five 
clusters with a number of noise and outlier 

data objects, while COE-DBSCAN discovered 

ten clusters, and also had the ability to 

discover noise and outliers.   
 
6.3. Data set III  

 

This data set is selected in order to 

express an important feature of COE-

DBSCAN, which is the detection of  data 

clusters  with different sizes and  shapes.  
By observing fig. 3-a, it can be seen that 

there are two rectangular clusters; C1 is a 

small one while C2 is a large one, and there  

are  two randomly shaped clusters C3 and C4. 

Fig. 3-b displays the obstacle visibility 

graph, it is noticed that this visibility graph is 

the same as the visibility graph drawn for the 

previous data set as there is no change in the 

obstacle positions.  
It is shown in fig. 3-c and fig. 3-d that 

because of their similar nature, both the 

DBSCAN algorithm and the COE-DBSCAN 

algorithms can detect these clusters with 

different shapes and sizes. 
However, the number of  clusters  found 

by  DBSCAN for this data set is  five clusters 

as it did not sense the existence of obstacles, 

while, COE-DBSCAN discovered  ten  clusters. 

Table 3 Comparison with other Constraint-

based   Algorithms. 
 Thus, COE-DBSCAN represents a new effi-

cient clustering algorithm which can handle 

outliers and noise.  It is also capable of   disc-

overing clusters with arbitrary  shapes and 

sizes  and  problem of input parameters is re-

duced  which makes it less sensitive to the 
input from the user. 

 

8. Conclusions and future work 

 

In this paper, an efficient spatial clustering 
algorithm COE-DBSCAN is proposed which 

takes the presence of obstacles into considera-

tion. The proposed algorithm  consists  of  two  
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(a) Data Set II (Original Data) 
 

 
 
 
 

 
 
 
 

 
 
 

 
 

(b) Data Set II (Visibility Graph) 

 

 

 

 

 
 

 

 

 

 
 

(c) Data Set II (DBSCAN Results) 

 

 
 

(d) Data Set IV (COE-DBSCAN Results) 
 

Fig. 2. Data set II. 

 

 

 

 
 

 

 

 

 

 
 

  

 
 

(a)Data Set III (Original Data) 

 

 

 

 

 
 

 

 

 

 

 
(b) Data set II (original Data) 

 
 

 

 

 

 

 
 

 

 

 
(c) Data set III (Visibility Graph) 

 

 

 

 

 
 

 

 

 

 
 
 

(d) Data set III (COE-DBSCAN Results) 
 

Fig. 3. Data Set III. 
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Table 3 
Comparison with other constraint-based algorithms 

 

 COD-CLARANS SCPO COE-DBSCAN 

 Complexity O(m|V|) + O(m²|V|)+ 

O(N|V|) 
(where m is the number of micro 
clusters) 

O(N) + O(k²|V|) + 

O(k³|V|). 
(where k is the number of  
space divisions) 

O(Nlog(N)) 

The number of input 
parameters 

Two input Parameters 
 

Two input parameters Two input parameters 
(one of them is set to 4) 

Handling outliers. Can not  handle outliers or noise 
 

Handles  outliers and 
noise 

Handles  outliers and  
noise 

Clusters discovered Discovers  clusters  with  same 
shape and  size 
 

Discovers  clusters  with 
rectangular shape and 
different sizes 

Discovers clusters with 
arbitrary shapes and 
sizes 

Method used Based on randomize search Not based on randomize 
search 

Not based on randomize 
search 

Scale of data objects Can not handle a large number 
of data objects.  
It needs a pre-clustering stage 

   Can handle a large 
number of data objects 

Can handle a large 
number of data objects 

 

 

main stages, the preprocessing stage in which 
the visible neighborhood for each data object 

is determined using the BSP tree, and the 

clustering stage where the COE-DBSCAN algo-

rithm is applied on the visible neighborhood  

only. As the proposed algorithm is an exten-

sion of a density-based algorithm DBSCAN, so 
it has the following advantages which have 

been verified by the experiments presented in 

this paper: 

- it handles outliers and  noise; 

- it can discover clusters with different sizes 
and shapes; 

Moreover,  

- it finds  the  natural number  of clusters in 

the spatial area without the need to know the 

number of clusters in advance;  and   it  does 

not need  a micro clustering  stage  during  its  
preprocessing. 

Therefore, the COE-DBSCAN algorithm 

eliminates the problems outlined in this paper 

for existing related algorithms  COD-CLARANS  

and SCPO. 
Indeed, Clustering in the presence of Ob-

stacle Entities (COE) has presented a novel 

and interesting problem in the field of data 

mining. However, since the algorithm pro-

posed COE-DBSCAN is an extention of the 

DBSCAN algorithm, so it will suffer from simi-
lar drawbacks as DBSCAN. Work can be done 

to improve   the application of   COE-DBSCAN.   

Some of   the future work   is suggested   

as follows: 

COE-DBSCAN requires two input parame-
ters Eps (the neighborhood distance) and 

MinPts(the minimun no of points). The para-

meter MinPts has been eliminated by setting it 

to 4 in [12]. It has been shown in [14] that it is 

hard to determine a suitable value for Eps also 

some special cluster structures can not be 
revealed with the use of global density par-

ameters. So, there is a need to investigate the 

implementation of   the   pre-processing stage 

proposed in this paper to the Optics: Ordering 

Points to Identify the Clustering Structure al-
gorithm, which is an extention to DBSCAN. A 

similar study has been conducted in [24]. 

Furthermore, the preprocessing stage pro-

posed can be implemented for other density-

based algorithms like GDBSCAN [25].  

There are two scalability issues raised by 
the proposed algorithm.  The first issue is the 

number of vertices in the obstacles (V) 

compared with the number of data points to 

be clustered (N). The current COE-DBSCAN 

algorithm is based on the assumption that the 
number of vertices in the obstacles V is far 

less than the number of the data objects N. 

So, future research has to be done to 

investigate the cases where the number of 

obstacles is near the number of data objects.  

The second issue is the data objects’ type. 
As, the type used in the proposed algorithm is 

the point in 2-dimensions only. So, We believe 

that the research considering other spatial 

types like lines or polygons, and other 
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dimension, will be an interesting and practical 

research topic for future study.  

While physical obstacles provide one type 
of constraints, operational requirements pro-

vide another. In the real world, the clustering 

task needs to comply with given rules and 

conditions. Indeed, besides constraints in-

volved with obstacle entities, there are other 

interesting constraints that may require 
changing the nature and the emphasis of the 

clustering algorithms. 
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