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In an earlier paper we presented some results concerning discrete time queueing 
systems. These results were based on the late arrival assumption. The first result 
presented exact expressions for three performance measures namely utilization, 
occupation and delay in the case of single node queueing systems. The second was 
concerned with the network case where an approximate analysis based on linear 
programming was utilized to obtain upper and lower bounds for two performance 
measures namely occupation and delay. Moreover, we arrived at very tight estimates for 
the occupation and delay in a certain class of discrete time Jackson network assuming 
late arrival scheme. In the present work, we examine some discrete time queueing 
networks assuming the early arrival scheme. In fact, the early arrival scheme complicates 
the problem since some kind of slot dependency appears. This problem is resolved and 
upper and lower bounds for the occupation and delay in a discrete time Jackson network 
with early arrival are obtained. These results are needed as applications assume both 
types of arrival schemes. One of these applications is the Asynchronous Transfer Mode 
(ATM) technology which will be investigated. 
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1. Introduction 

 
In this paper, an approximate analysis of 

discrete time queueing systems working under 
the early arrival scheme [1] is presented. 
Instead of obtaining exact expressions for the 
performance measures, we calculate upper 
and lower bounds on the performance 
measures of interest.  

Discrete time queueing systems received 
great interest in recent years because they are 
used in the modeling and analysis of com-
puter and communication networks working 
under the Asynchronous Transfer Mode (ATM) 
technology [2-4]. The basic feature of this 
technology (as opposed to other packet switch-

ing techniques) is that the basic cell (called 
ATM cell) containing data and routing 
information has a fixed size. Thus, the time re-
quired to transmit such cells within the same 
system is constant and can be considered as 
the basic time slot.  
 The proposed technique is applied to a 
discrete time Jackson network. However, 
similar steps can be followed to analyze other 
discrete time queueing systems. It has been 
pointed out in the literature [5] that the 
independence result of the continuous time 
Jackson network [6] does not hold in the 
discrete time case. To the best of our 
knowledge, discrete time Jackson network 
does not have a closed from solution. There-
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fore, obtaining upper and lower bounds on the 
performance measures of interest is a good 
alternative solution. 
 Our technique depends on constructing a 
linear program whose objective function is the 
required performance measure (mainly the 
total number of customers in the network). 
The constraints are obtained basically by as-
suming that the system reaches a steady state 
and examining the implication of this assump-
tion on certain moments. The constraints 
variables are defined in a careful way to over-
come the non-Markovian nature of the 
process. Solving the linear program for both 
minimization and maximization gives the re-
quired bounds. Mathematica [7] is used to 
automate the solution process and make it 
amenable for large systems.  
 Many numerical results are presented. In 
one example, a comparison is made between 
the present case and the late arrival case [8]. 
It is shown that the class with tight bounds in 
the late arrival case does not have the same 
property here. In another example, a 
comparison between three types of routing is 
made in terms of bounds tightness. An em-
phasis is put on the computation time. It is 
noted that the time required to generate 
bounds using our technique is much less than 
simulation time. Hence, when bounds tight-
ness is acceptable quick performance 
measures estimates are better obtained using 
our approach. 
 This paper is organized as follows: Section 
2 gives the specifications of the network under 
consideration. Section 3 represents the body 
of this work where the proposed technique is 
described in more details. Applying the steps 
of the technique leads to the main theorem 
(Theorem 1). It gives the linear program whose 
solution leads to the required bounds. Nu-
merical results are presented in Section 4. 
Concluding remarks and some open problems 
are given in Section 5. 
 

2. The model 

 
 We are interested here in analyzing a 
discrete time Jackson network. In the discrete 
time setting [1], we assume that the time axis 
is divided into intervals of equal length. These 
intervals are usually called time slots. The 

boundaries of these slots are called time 
points. System events, i.e., arrivals and 
departures, are assumed to occur only at 
these time points. More precisely, system 
events occur only just after or just before a 

time point. In order to be able to compute the 
system state at any time point, one must 
determine the order at which arrivals and 
departures occur. Hence, system evolution is 
assumed to be controlled by one of two basic 
schemes [1]: late arrival scheme and early 
arrival scheme. In the late arrival scheme (see 
fig. 1), arrivals are assumed to occur at the 
end of a time slot where departures occur at 
the beginning of the time slot. According to 
this scheme, an arriving customer to an idle 
server can not depart during the same time 
slot. He must wait until the next time slot (at 
least) in order to complete his service. The 
other possibility is to control the system with 
the early arrival scheme (see fig. 2). In this 
case, arrivals are assumed to occur at the 
beginning of a time slot where departures take 
place at the end of the time slot. In contrast to 
the late arrival scheme, an arriving customer 
to an idle server will get service in the same 
time slot and may depart before the beginning 
of the next time slot. In the present work, it is 
assumed that the system evolution is 
controlled by the early arrival scheme. For a 
parallel study regarding the other scheme, the 
reader is referred to [8]. 

The network consists of N nodes. Each 

node has an infinite queue and a single server. 
At the beginning of the time slot n, n = 1, 2,…, 
Arrivals (from outside the network) at node i, i 
= 1, 2,..., N occur in batches. The batch size is 
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Fig. 1. Late arrival scheme. 
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Fig. 2. Early arrival scheme. 
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denoted by Ai(n). We assume that {Ai(n), n = 1, 

2,...} constitute a time stationary stochastic 
process [9]. Moreover, we assume that arrivals 
at different nodes are independent. Through-

out this paper, we will use the notationY to 
denote the expectation of the random variable 

Y. Hence, )n(Ai = E(Ai(n)), )n(A 2
i = E(Ai2(n)) and 

so on. Since the process {Ai(n)} is time 

stationary, we will write iA  to denote the 

expected number of arrivals during any time 
slot. 

By the end of the time slot n, a single 
customer departs from node i with probability 

σi provided that node i is not empty. It is 

assumed that the service probability σi is 
independent of the number of time slots that 
the customer has stayed in this node. This 
assumption implies that the service time 
follows a geometric distribution. The departure 
process at node i is denoted by {Ri(n)} where 

Ri(n) ∈ {0, 1} is the number of departures from 
node i during the nth time slot. We will use Ri 
to represent the steady state of the process 

{Ri(n)}, i.e., )n(RlimR i
n

i
∞→

= assuming that the 

system is stable. 
After the customer completes his service 

at node i, he moves to node j with probability 
Pij and leaves the network with probability 1 – 

∑
=

N

1j
ijP . We assume for simplicity that Pii = 0. 

According to the early arrival scheme 
employed here, a departure from a certain 
node is not counted as an arrival to his 
destination node until the beginning of the 
next time slot. The internal arrivals process at 

node i is denoted by {Ki(n)} where Ki(n) ∈ {0, 
1,..., N – 1} is the number of internal arrivals 
at node i during the nth time slot. Moreover, 

)n(KlimK i
n

i
∞→

= represents the steady state of 

the process {Ki(n)}. 
 The system state is given by X(n) = (X1(n), 
X2(n),..., XN(n)) where Xi(n) is the number of 
customers at node i by the end of time slot n, 
n = 1, 2,... and X(0) is the initial state. Note 
that X(n) is not a Markov chain because 

internal arrivals during one time slot depend 
on the departures during the previous time 
slot. Following our notation the vector X = (X1, 

X2,..., XN) represents the steady state of the 

network. 
 Finally, We assume that the policy applied 
at each node is non-idling, i.e., the server at 
node i will be idle during the time slot n if and 
only if Xi(n – 1) = Ai(n) = Ki(n) = 0. 

 

3. Linear programming setting 

 
 As far as we know, no closed form solution 
exist for the steady state distribution of X(n) 

and it seems to be a hard problem to obtain 
such distribution especially because X(n) is 

non-Markovian. From a practical point of 
view, it may be sufficient to obtain formulas 
for performance measures such as total 
number of customers in the network and total 
delay through the network. In the present 
work, we present a technique based on linear 
programming to obtain upper and lower 
bounds on these performance measures. This 
technique appeared originally in the analysis 
of continuous time queueing networks (see for 
example [10,11]). In [8,12], we adapted this 
technique to be used in the analysis of 
discrete time queueing systems working under 
the late arrival scheme. Here, we extend the 
application of this technique to deal with the 
early arrival case. In order to arrive at the 
required performance bounds we have the 
following steps: 

First, we assume that the system has 
reached a steady state and examine the 
consequence of this assumption on the 
moments: 
 
E(Xi2(n)), i = 1, 2,..., N, 

 

E(Xi(n) Xj(n)), i, j = 1, 2,..., N, i ≠ j. 
 

We obtain a set of equality constraints in a 
new set of variables. We define these variables 
in a careful way to overcome the non-
Markovian nature of the process. In fact some 
added variables have to be defined which were 
not required in the late arrival case [8].  

Second, the non-idling nature of the 
applied policy leads to another set of 
inequality constraints in the same set of 
variables. 

Third, we examine our definition of the 
decision variables and add another set of 
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inequality constraints that gives upper and 
lower bounds on these variables.  

Fourth, we formulate the objective func-
tion. We are interested mainly in the total 
number of customers in the network. Hence, 
this performance measure is formulated as a 
function of the decision variables.  

Finally, a linear program is constructed 
and solved for both minimization and 
maximization to obtain the required bounds. 
The application of the first step leads to 
Lemmas 1 and 2, the second step leads to 
Lemma 3 and the third step leads to Lemmas 
4, 5 and 6. These lemmas together with the 
application of the fourth and fifth steps lead to 
our basic result presented in Theorem 1. 
 
Definition 1 

The utilization stochastic process {Ui(n)}, i 
= 1, 2, ..., N is defined as follows: 
Ui(n)  = 0, if node i is idle during the nth time  

   slot 
  = 1, otherwise. 

Following our notation given in Section 2, 

)n(UlimU i
n

i
→∞

= and iU represents the steady 

state utilization of node i which can be com-
puted using the usual traffic equations: 
 

σi iU = iA + ∑
≠=

N

ij,1j

σj jU Pji .      (1) 

 
Definition 2 

Assuming that the system is stable, we 
define the following variables: 
 

))n(X)n(U(Elimz ji
n

ij
∞→

= , i, j = 1, 2, ..., N, 

 

))n(U)n(U(Elimv ji
n

ij
∞→

= , i, j = 1, 2,..., N, i ≠ j, 

 

))n(K)n(R(Elims ji
n

ij
∞→

= , i, j = 1, 2,..., N, i ≠ j 

 

))n(R)n(R(Elimt ji
n

ij
∞→

= , i = 1, 2, ..., N – 1,  

j   = i + 1, i + 2,..., N, 
 

Note that the non-idling assumption 
implies that Ui(n)Xi(n) = Xi(n) for all i. However, 

{Ui(n)Xj(n)} for i ≠ j is a new stochastic process 

that is bounded above by {Xj(n)}. This point will 

be made clearer in Lemma 3. 
 
Lemma 1 
 

2( iA – σi) zii + 2 ∑
≠=

N

ij,1j

σj Pji zji  

 + ∑∑
≠≠=≠=

N

jq,iq,1q

N

ij,1j

 vjq σj σq Pji Pqi  

 + 2
iA + σi iU  – 2 σi iA + (1 + 2 iA  

– 2 σi) ∑
≠=

N

ij,1j
jU σj Pji = 0, i = 1, 2,..., N.     (2) 

 
Proof 
 
E(Xi2(n) | X(n – 1))  

∑∑∑
∞

=

−

= =

×−++−=

0a

1N

0k

1

0r

i

2

)rka)1n(X(  

 

  )r)n(R,k)n(K,a)n(A(P iii === . 

 
After some simplifications, one arrives at 

the following result: 
 

E(Xi2(n) | X(n – 1))   

))n(R)n(KA)(1n(X2)1n(X iiii
2

i −+−+−=  

)n(RA2)n(KA2)n(R)n(KA iiii
2

i
2

i
2

i −++++  

)n(R)n(K2 ii− .         (3) 

 

 The expectations )n(Ai and )n(A 2
i  are 

system parameters and it is easy to show that: 
 

ii
2

ii )n(U)n(R)n(R σ== .       (4) 

 
The other expectations that appear in eq. 

(3) need further computation. To compute 

)n(K i , we define Kij(n) ∈ {0, 1} to be the 

number of customers that depart from node j 
during the (n – 1)th time slot and arrive at 
node i by the beginning of the nth time slot. 

Moreover, it can be easily proved that 

jijij P)1n(R)n(K −= . Using eq. (4), then 
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jijjij P)1n(U)n(K σ−= . Since Ki(n) = 

∑
≠=

N

ij,1j

ij )n(K , then: 

 

∑
≠=

−=

N

ij,1j

jijji P)1n(U)n(K σ .                         (5) 

 

To compute )n(KA ii , one notes that 

arrivals to the network during any time slot 
are independent of the network state. More-
over, the number of internal arrivals at node i 

during the nth time slot does not depend of 
the number of arrivals to the network during 
the same time slot due to the early arrival 
assumption. Therefore, Ai and Ki(n) are 

independent. Hence, 
 

∑
≠=

−=

N

ij,1j

jijjiii P)1n(UA)n(KA σ .                   (6) 

   

To compute )n(K 2
i , we apply eq. (5) and 

use the independence between Kij(n)'s for the 
same i to obtain: 
 

.)P)1n(U())n(K(Var)n(K 2
N

ij,1j

jijj

N

ij,1j

ij
2

i ∑∑
≠=≠=

−+= σ

 

Because Kij(n) ∈ {0, 1}, one can check that: 
 

2
jijjjijjij )P)1n(U(P)1n(U))n(K(Var σσ −−−= . 

 
Hence, 
 

∑
≠=

−=

N

ij,1j

jijj
2

i P)1n(U)n(K σ  

∑ ∑
≠= ≠≠=

−−+

N

ij,1j

N

jq,iq,1q

qiqqjijj )P)1n(U)(P)1n(U( σσ . 

(7) 
 

To compute )n(R)n(K ii , we note that: 

 

∑
−

=

>==

1N

1k

iiiii

i

)0k)n(K|)n(R(E)n(R)n(K  

)k)n(K(Pk iii =×× .            (8) 

 
Due to the single service and early arrival 

assumptions, we have: 
 

)0k)n(K|)n(R(E iii >=  

iiii )0k)n(K|1)n(R(P σ=>=== .         (9) 

 
Substituting from eq. (9) into eq. (8) and 

applying eq. (5), then: 
 

∑
≠=

−=

N

ij,1j

jijjiii P)1n(U)n(R)n(K σσ .      (10) 

 

The computation of )n(RA ii  is very similar 

to that of )n(R)n(K ii and it is left to the reader 

to verify that: 
 

iiii A)n(RA σ= .           (11) 

 
Now, substituting from eqs. (4), (5), (6), (7), 

(10) and (11) into eq. (3), taking the 
expectation of both sides and applying the 
steady state assumption, then: 
 

2( iA iX + ∑
≠=

N

ij,1j

jiUX σj Pji – σi iX ) + 2
iA + 

∑
≠=

N

ij,1j

jU σj Pji + 

∑∑
≠≠=≠=

N

jq,iq,1q

N

ij,1j

 qjUU  σj σq Pji Pqi + iU σi +  

2 iA ∑
≠=

N

ij,1j

jU σj Pji –  

2 iA σi – 2 σi ∑
≠=

N

ij,1j

jU σj Pji = 0. 

Applying definition 2 to the above equation 
gives eq. (2).  
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Lemma 2 
For i = 1, 2,..., N – 1, j = i + 1, i + 2,..., N: 
 

jA zii + ∑
≠=

N

jq,1q

σqPqjzqi–σj zji+ iA zjj+ ∑
≠=

N

iq,1q

σqPqi zqj – 

σi zij + iA jA  + iA  ∑
≠=

N

jq,1q

qU σq Pqj – iA jU σj + 

jA  ∑
≠=

N

iq,1q

qU σq Pqi + 

∑∑
≠≠=≠=

N

qq,jq,1q

N

iq,1q 212211

 jqiqqqqq 212121
PPv σσ  – sji – 

jA iU σi – sij + tij = 0 .                                  (12) 

 
Proof 
 
E(Xi(n) Xj(n)|X(n–1)) = 

×−++−×−++− )rka)1n(X()rka)1n(X( jjjjiiii

.)r)n(R,k)n(K,a)n(A

,r)n(R,k)n(K,a)n(A(P

0a

1N

0k

1

0r 0a

1N

0k

1

0r
jjjjjj

iiiiii

i i i j j j

∑∑∑∑∑∑
∞

=

−

= =

∞

=

−

= =
===

===
 

 
After some simplification, we obtain: 
 
E(Xi(n) Xj(n) | X(n – 1)) = Xi(n – 1) Xj(n – 1) + Xi(n 

– 1) ( jA + )n(K j  – )n(R j ) +  

Xj(n – 1) ( iA + )n(K i  – )n(Ri ) +  

ji AA + )n(KA ji  – )n(RA ji + )n(KA ij + 

)n(K)n(K ji  –  

)n(R)n(K ji – )n(RA ij – )n(K)n(R ji  + 

)n(R)n(R ji .                     (13) 

 

The main task now is to compute the 
expectations in the right hand side of eq. (13). 
Since arrival at different nodes are independ-
ent, then: 
 

jiji A AAA = .             (14) 

 
Number of internal arrivals at node j 

during the nth time slot depends only on the 
departures from the other nodes during the 
previous time slot and the routing probabili-

ties {Pij}. This implies that Ai(n) and Kj(n) are 

independent. Using eq. (5), then: 
 

∑
≠=

−=

N

jq,1q

qjqqiji P)1n(U A)n(KA σ .        (15) 

 
Number of departures from node j during 

the nth time slot depends only on the number 
of (internal or external) arrivals at this node 
during the same time slot as well as the 

service probability σi. This implies that Ai(n) 
and Rj(n) are independent. Using eq. (4), then: 
 

jjiji )n(U A)n(RA σ= .               (16) 

 

Recall that Ki(n) =  ∑
≠=

N

iq,1q

iq

11

1
)n(K and  

Kj(n) = )n(K

N

jq,1q

jq

22

2∑
≠=

. Hence, 

 

∑ ∑
≠= ≠=

=

N

iq,1q

N

jq,1q

jqiqji

11 22

21
 )n(K)n(K)n(K)n(K .       (17) 

 

Since )n(K),n(K
21 jqiq ∈ {0, 1}, then  

( ) 1)n(K,1)n(KPr )n(K)n(K
2121 jqiqjqiq === . 

 

The two events { )n(K
1iq  = 1} and { )n(K

2jq = 

1} are disjoint if q1 = q2 and are independent if 

q1 ≠ q2. Hence, 
 

21ji qq  ,0)n(K)n(K ==  

( ) ( ) 21jqiq qq,1)n(KPr1)n(KPr
21

≠=×== .     (18) 

 
From the definition of the stochastic 

process {Kiq(n), n ≥ 1}, then: 
 

( ) ( ) iqqiq 111
P1)1n(RPr1)n(KPr ×=−==  

                = iqq 11
P)1n(R ×− . 

 

Substituting for )1n(R
1q −  from eq. (4), 

then: 
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( ) iqqqiq 1111
P)1n(U1)n(KPr σ−== .       (19) 

 
Similarly, 

 
( ) jqqqjq 2222

P)1n(U1)n(KPr σ−== .            (20) 

 
Substituting from eqs. (19) and (20) into 

eq. (18), then: 
 

.qq          ,PP)1n(U)1n(U

qq                                                                       ,0

  )n(K)n(K

21jqiqqqqq

21

jqiq

212121

21

≠−−=

==

σσ

 

    (21) 
Substituting from eq. (21) into eq. (17), we 
obtain the required expression: 
 

∑ ∑
≠= ≠≠=

×−=

N

iq,1q

N

qq,jq,1q

qji

11 2122

1
)1n(U )n(K)n(K  

     jqiqqqq 21212
PP)1n(U σσ− .                        (22) 

 
Now, substituting from eqs. (4), (5), (14), 

(15), (16) and (22) into eq. (13), taking the 
expectation of both sides and applying the 
steady state assumption, then: 
 

ij XA + ∑
≠=

N

jq,1q

qjqiq PXU σ  – jij XU σ + ji XA + 

∑
≠=

N

iq,1q

qiqjq PXU σ  – iji XU σ + ji AA + 

∑
≠=

N

jq,1q

qjqqi PU A σ  – jji U A σ + ∑
≠=

N

iq,1q

qiqqj PU A σ + 

ji RR + ∑ ∑
≠= ≠≠=

N

iq,1q

N

qq,jq,1q

jqiqqqqq

11 2122

212121
PPUU σσ  – 

ji RK  – iij U A σ – ji KR  = 0. 

 
Applying definition 2 to the above equation 

gives eq. (12).  
 
Lemma 3 
 

zji ≤ zii, i, j = 1, 2, ..., N, i ≠ j.         (23) 
 

Proof 

Recall from definition 2 that =ijz  

))n(X)n(U(Elim ji
n ∞→

. The non-idling nature of 

the policy applied at each node implies that 

Xi(n)=0 if Ui(n)=0. However, for i ≠ j, Uj(n) may 

be zero when Xi(n)>0. Hence, Ui(n)Xi(n)≥Uj(n) 

Xi(n) for all n ≥ 1. Taking the expectation of 
both sides and assuming a steady state exists 
give eq. (23).  

We were not able to obtain explicit 
expressions for vij, sij and tij. Instead, we 

present in the following three lemmas upper 
and lower bounds on these quantities. 
 
Lemma 4 

 
For i = 1, 2,..., N – 1, j = i + 1, i + 2,..., N: 
 

( ) )U,Umin(v1UU jiijji ≤≤−+
+

.        (24) 

 
Proof 

Recall from definition 2 that 

))n(U)n(U(Elimv ji
n

ij
∞→

= . Because Ui(n), Uj(n) ∈ 

{0, 1}, then: 
 
E(Ui(n) Uj(n)) = Pr(Ui(n) = 1, Uj(n) = 1).            (25) 

 
But,  
 

(Pr(Ui(n) = 1) + Pr(Uj(n) = 1) – 1)+ ≤ Pr(Ui(n) = 1,  

Uj(n) = 1) ≤ min(Pr(Ui(n) = 1), Pr(Uj(n) = 1)).      (26) 
 

Since Ui(n), Uj(n) ∈ {0, 1}, then:  

 

)n(U i  = Pr(Ui(n) = 1), )n(U j  = Pr(Uj(n) = 1).   (27) 

Substituting from eq. (27) into eq. (26), then: 
 

( ) ( )1)n(U,1)n(UPr1)n(U)n(U jiji ==≤−+
+

 

))n(U,)n(Umin( ji≤ .               (28) 

 

Combining eqs. (28) and (25) and taking the 
limit as n tends to infinity give eq. (24).  
 

Lemma 5 
For i = 1, 2,..., N – 1, j = i + 1, i + 2, ..., N: 
 

( ) )U,Umin(t1UU jjiiijjjii σσσσ ≤≤−+
+

.     (29) 
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Proof 

The proof is very similar to that of Lemma 
4 and hence it will be omitted.  
 
Lemma 6 
 

∑∑
≠=≠=

−≤

N

ij,1j

jijji

N

ij,1j

ij PUNs σσ , i = 1, 2,..., N.  (30) 

 
Proof 

Since single service is assumed, then: 

∑
=

N

1j

j )n(K ≤ N. Multiplying both sides by Ri(n) 

and noting that Ri(n) ≤ 1, then∑
=

N

1j

ji )n(K)n(R ≤ 

N. This inequality can be written as follows: 

 

)n(K)n(R)n(K)n(R ii

N

ij,1j

ji +∑
≠=

≤ N. 

 
Taking the expectation of both sides and 

using eq. (10), then: 
 

∑∑
≠=≠=

−+

N

ij,1j

jijji

N

ij,1j

ji P)1n(U)n(K)n(R σσ ≤ N 

 

Taking the limit as n tends to infinity and 
applying definition 2 give eq. (30).  

Now, we present the main result of this 
work. The following theorem gives a lower 
bound on the total number of customers in 
the system in terms of a linear program. 
 
Theorem 1 

In the steady state, the expected number 
of customers in the described Jackson net-
work is bounded below by the value of the 
following linear program: 
 

min ∑
=

N

1i

iiz  subject to the constraints given in 

eqs. (2), (12), (23), (24), (29), (30) of Lemmas  
1– 6 in addition to: 
 

vij = vji, i = 1, 2,..., N – 1, j = i + 1, i + 2, ..., N, (31) 
 

zij ≥ 0,  i,j = 1, 2, . . ., N,          (32) 
 

sij ≥ 0,  i,j = 1, 2, . . ., N, i ≠ j.         (33) 
 
Proof 

Recall from definition 2 that: 

))n(X)n(U(Elimz ji
n

ij
∞→

= . Since we assume a 

non-idling policy then E(Ui(n) Xi(n)) = E(Xi(n)). 

Hence, ∑
=

N

1i

iiz = ∑
=

∞→

N

1i

i
n

))n(X(Elim which proves 

that the objective function represents the 
required performance measure. The con-
straints in eq. (31) follow obviously from the 
definition of the variables vij. Finally, eqs. (32) 

and (33) represent the non-negativity con-
straints. 
 
Remark 1 

The linear program given in Theorem 1 is 
used to compute a lower bound on the 
expected number of customers in the network. 
To compute an upper bound, only the minimi-
zation problem is replaced by a maximization 
one. Moreover, Little's theorem can be used to 
compute similar bounds on the total delay 
time. 
 
4. Numerical examples 

 
In order to make the present approach 

easy to implement, the solution process is 
fully automated. A program is developed using 
the Mathematica [7] package to handle this 
task. Only the network specifications are given 
as inputs and then the program generates the 
linear program given in Theorem 1 and solves 
it for both minimization and maximization. 
Several examples are treated to examine the 
proposed approach. The bounds are compared 
with results obtained via simulation. During 
simulation, it is assumed that customers at 
each node are served according to the FCFS 
(First Come First Served) policy. Each 
simulation run lasts for 30,000 time slots. 
 
Example 1 (Comparison with late arrival case): 

 In [8,12], we presented a parallel study of 
the present model but working under the late 
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arrival scheme. From a large class of examples 
we have examined, we identified a class of 
queueing networks for which the bounds are 
very tight. Moreover, the difference between 
bounds approaches a certain upper limit as a 
function of the load factor. More specifically, 
we observed that the bounds are very tight in 
the case of equal arrival rates and uniform or 
symmetric routing. By a uniform routing, we 
mean that the served customer joins any other 
node or leaves the network with the same 
probability. In the symmetric routing case, it 
is assumed that the served customer at node i 
joins node j with the same probability with 
which served customer at node j joins node i.   

In the present example, we generate 
bounds for this class of networks but working 
now under the early arrival scheme. The 
results are shown in fig. 3. Poisson arrivals 
with equal arrival rates are assumed.  We 
observe that the bounds are tight in the case 
of light loads. However, when the load factor 
increases, this tightness decreases especially 
when the number of nodes is also increased. 
The difference between bounds here does not 
converge to a certain limit as appeared in the 
late arrival scheme. 
 
Example 2 (Exit routing case): 

 As an attempt to determine a class of 
networks with more tight bounds, we present 
here a comparison between uniform and sym-
metric routing and another type of routing we 
name it exit routing. In this type of routing, 
the served customer at any node leaves the 
network with a constant probability q and 

joins any other node with equal probabilities. 
In fig. 4, we plot bounds difference against 
load factor for the three types of routing. The 
exit probability q is taken to be 0.7. We 

observe that the tightness of bounds increases 
in the case of exit routing. Moreover, increas-
ing number of nodes decreases the tightness 
with a small rate in the case of exit routing. 

In fact, we studied this type of routing in 
some more details. In fig. 5, we consider two 
values for the exit probability: 0.7 and 0.9 and 
in each case we plot the bounds difference 
against load factor for different values of N.  

As expected in the previous figure, the tight-
ness of bounds decreases as the number of 
nodes is increased but with a small rate. 

Moreover, this tightness increases when the 
exit probability is also increased. 
 
Remark 2 

 An important feature of the present 
technique is the time parameter. The average 
time required to solve the linear program of 
Theorem 1 and generate the bounds is very 
small compared to the time required to 
generate a simulation estimate. In fig. 6, we 
compare these two times for different number 
of nodes. From this comparison, we can say 
that whenever the tightness of the bounds is 
acceptable, one can rely on performance 
bounds technique rather than simulation esti-
mates to produce a quick result. 
 

5. Conclusions 

 

 In the present work, we extended the 
performance bounds technique to analyze the 
discrete time Jackson network working under 
the early arrival scheme. We were able to 
overcome the non-Markovian nature of the 
process by defining a new set of variables and 
adding a corresponding set of constraints. 
Obtaining the bounds was made easy by 
designing a Mathematica [7] package to han-
dle the solution process. 
 From the obtained results, we observed 
that the bounds are tight in the case of light 
loads. When the load factor increases, this 
tightness decreases especially when the 
number of nodes is also increased. To bring 
the bounds more tightly, it seems that another 
set of constraints has to be added. This is still 
an open problem.  
 When comparing the present results with 
those regarding the late arrival scheme [8], it 
was observed that the interesting tightness 
property exists in a certain class of networks 
working under the late arrival scheme does 
not hold when the early arrival scheme is 
applied. It is still an open problem to identify 
classes of networks that possess tight bounds 
in the early arrival scheme case. 
 Another important feature of the present 
technique is the time parameter. As explained 
in the numerical results, if the time parameter 
is important and when the tightness of 
bounds is acceptable, then quick performance  
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Fig. 3. Results for uniform and symmetric routing. 
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Fig. 6. Run time comparison. 

 

measures estimates can be obtained using the 
present approach. 
 In order to obtain a linear program setting, 
only the second order moments were 
examined. In fact, examining higher order 
moments can be incorporated into the present 
technique in a straightforward manner but it 
leads to a non-linear program setting. This 
point needs more investigation and it is 
another open problem. 
 The non-Markovian nature of the process 
emerges mainly from the assumption that 
departures (at the end of a time slot) are not 
considered as arrivals to their destination 
nodes until the beginning of the next time slot. 
If we change this assumption and allow 
departures to constitute arrivals before the 
beginning of the next time slot, then the 
system state evolves as a Markov chain. 
Obtaining performance bounds for networks 
working under this assumption is the subject 
of our incoming paper. 
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