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Considerable progress has been made in developing heuristic-based solution procedures for 
scheduling projects with constrained resources. The heuristic decision rules used for project 
scheduling vary with the project’s size, complexity, duration, personnel, and owner 
requirements. No simple heuristic decision criterion can be applied and perform well for 
different project network topologies, complexities, characteristics, and resource levels; where 
the project configurations play a very important and vital role in the application success of a 
certain specified heuristic decision criterion in scheduling. The current work presents and 
evaluates the most popular and active measuring performance criteria used in heuristic-
based procedures (rules). Network characteristics, complexity measures, and performance 
measures are of concern. As an outcome of this investigation, two additional practical 
measuring performance criteria are developed and evaluated for scheduling project net-
works. Results were compared with some other measuring criteria and showed significant 

compatibility and practicality. 
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1. Introduction 

 
1.1. Background 
 
 In modern management, organizations are 
open and complex systems interacting with 
the environment and pursuing objectives ac-
cording to their specific mission and nature. 
The achievement of such objectives implies 
structuring the activities of the organization 
through projects that should be consistent 
with the adopted organizational objectives. 
Project management/and or scheduling has 
become such a key subject in modern 
organizations. 
 Resource allocation and project scheduling 
problems are generally classified by Mohantly 
and Siddiq [1] as, unlimited resource leveling, 
limited resources allocation, and long range 
resource planning. When an organization 
undertakes a project with limited resource, 
the management is often confronted with 

project completion and acquiring and main-
taining an adequate level of resources. In 
scheduling theory renewable and nonrenew-
able resources are usually distinguished 
where the usage of renewable resources is 
limited for every period while nonrenewable 
resources are restricted to an overall con-
sumption within the whole planning horizon. 
 No simple heuristic criterion has been 
found to perform well for wide variety of 
project network characteristics, and resource 
levels. The success of a certain specified 
heuristic depends mainly on the project 
characteristics. There is still no such 
procedure, which is considered to be compu-
tationally feasible for the large and complex 
projects that occur in practice. Research on 
heuristic solution procedures has been still 
popular because most success to date has 
been found in the application of heuristic 
techniques. 
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1.2. Review of literature 

 
 An evaluation of due date resource alloca-
tion, project release, and activity scheduling 
rules in a multi-project environment has been 
developed by Yang and Sum [2]. The results 
show that workload sensitive due date rules 
always provide better due date estimate than 
workload insensitive due date rules.  
 A vast literature survey with a perspective 
that integrates models, data, and optimal  and 
heuristic algorithms, for the major classes of 
project scheduling problems has been pre-
sented by Kolisch and Padman [3]. The study 
includes recent surveys that have compared 
commercial project scheduling systems. An 
overview of web-based decision support sys-
tems and discuss the potential of this technol-
ogy in enabling and facilitating researchers 
and practitioners in identifying new areas of 
inquiry and application. A heuristic procedure 
for a non preemptive resource constrained 
project scheduling problem in which the dura-
tion/cost of an activity is determined by the 
mode selection and duration crashing applied 
within the selected mode is introduced by Ahn 
and Erenguc [4]. An instance generator for re-
source-constrained project-scheduling prob-
lems with partially renewable resources has 
constructed by Drexl et al. [5]. Non-preemptive 
variant of a resource-constrained project-
scheduling problem with mode identity in con-
sidered by Salewski et al. [6]. The problem is a 
substantial and nontrivial generalization of 
the well-known multi-mode case. An analysis 
of the characteristics of projects in diverse in-
dustries is presented by Tukel and Rom [7]. 
The study was conducted to identify and 
categorize characteristics of projects in various 
industries as well as performance measures 
and constraints. A variety of statistical tech-
niques are used to describe project profiles, 
ranging from simple descriptive statistics to 
multivariate analysis. Heuristics for network 
project scheduling with random activity dura-
tion’s depending on the resource allocation 
have been developed by Ginzburg and Gonik 
[8,9]. The objective is to minimize the expected 
project duration by determining for each activ-
ity its starting time and the assigned resource 
capacities. The resource project-scheduling 
model is a NP-complete knapsack resource 

reallocation problem. A lookover algorithm 
and 0-1-integer programming have been used 
as solver tools. The reported results are 
promising. Unfortunately, most of the work on 
project evaluation has not considered the 
interactive relationship among the evaluation, 
project topography, and characteristics, and 
adopted schedule, Tavares [10]. Snoke [11] 
developed a new heuristic. The heuristic em-
ploys the well-known activity list representa-
tion and considers two different decoding 
procedures. An additional gene in the 
representation determines which of the two 
decoding procedures is actually used to com-
pute a schedule for an individual. Computa-
tional experiments show that the mechanism 
of self–adaptation is capable to exploit the 
benefits of both decoding procedures. A new 
approach for scheduling resource-constrained 
projects is presented by Sprecher [12]. The ap-
proach combines elements of heuristic and ex-
act solution procedures. The project consid-
ered is decomposed into subprojects, the sub 
problems are optimally solved, and the solu-
tions are concatenated. Several of the best-
known makespans are improved. The algo-
rithm has reduced best-known makespans 
than the state-of-the-art heuristic for medium-
sized projects.  
 It has been noticed that for each sug-
gested solution procedure, there must be ei-
ther quantitative or qualitative measure to ver-
ify the effectiveness of the proposed technique 
as a solver tool. Due to the wide variety of 
characteristics for project scheduling prob-
lems, the quantitative measuring criteria of 
the effectiveness of the proposed techniques 
as solver tools will be more sensitive and 
hugely spread. In this work a collection of the 
most popular and active criteria for measuring 
the effectiveness of solver tools in project 
scheduling is presented. Two additional com-
plexity and performance criteria are developed 
and its practicality and effectiveness were also 
evaluated. 
 
2. Measures of network characteristics  
 
 One possible measure of network size; is 
the total number of nodes contained in the net-

work, including the necessary single beginning 
and single ending nodes. Network shape can 
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be specified on the basis of three separate fac-
tors; a measure of network length, a measure 
of network width, and a measure of the 
relationship of length to width. 

 Time-related measures such as average 
activity duration, variance in duration, and 
critical path duration are used to specify net-
works.  Also, the total slack contained in the 
network and the total free slack are important 
measures. Strictly speaking, each of these 
measures is a function of network logic and 
might be included in the first class of meas-
ures, Davis [13]. Another measure of time, 
originally suggested by Pascoe [14], is termed 
by “network density” and is presented as 
shown in eq. (1): 
 
Network density = 

slack free totaldurations   activities of Sum

durations   activities of Sum

+
. (1) 

 
For this measure, 0 < Density ≤1, for the 

purpose of resource scheduling it can be seen 
that high values of density indicate less free 
slack and, consequently, less freedom to make 
sequencing decisions without causing further 
resource conflicts. In a network with density = 
1, all jobs are critical. Finally, the criticality in 
dex CI of a resource, as defined by Moder and 

Phillips [15], is a ratio of the average daily re-
source required to the average daily resource 
available. This index is shown in eq. (2): 
 
Criticality index= 

lece availabily resourAverage da

edrce requiraily resou Average d
.   (2) 

 
In general, one could expect that as the 

Criticality Index for a resource increases, pro-
ject duration would increase. 
 
3. Measuring criteria of project’s 

    scheduling 
 

No single procedure is computationally 
feasible for the large and complex projects and 
the success of a certain specified heuristic de-
pends mainly on the project characteristics. 
Since most success to date has been found in 
the application of heuristic techniques, re-
search on heuristic solution procedures is still 

popular. The search for measuring criteria 
that verify the effectiveness of the proposed 
heuristic solution procedure is a must.  

The measuring criteria are classified into 
complexity measures and performance meas-
ures. Performance measures are categorized 
into performance measures for constrained re-
source problem, performance measures for 
unconstrained resource problem, and per-
formance measures for both of them. Appen-
dix A provides an explanation of the ab-
breviations, variables and parameters used in 
the equations of this work. 
 
3.1. Complexity 

 
The measurement of “complexity” of 

activity networks is needed to estimate the 
computing requirements and/or to validly 
compare alternative heuristic procedure. 
There are several quantitative and qualitative 
factors with unknown interactions that are 
present in project networks. Measure of pro-
ject complexity should be used as a relative 
measure of comparison rather than as an 
absolute indication of the difficulty involved in 
scheduling a given project. Evidently, a choice 
between two proposed algorithms, or the 
determination of the efficiency of a particular 
algorithm, would be greatly facilitated if there 
exist a measure of network complexity. This 
would eliminate any possible bias in the 
conclusions regarding the efficiency of a 
particular algorithm relative to others by 
ensuring that the algorithm is evaluated at 
several points in the “range of complexity”. 
 
3.1.1. Coefficient of network complexity 

Pascoe [14] (eq. 3), Davis [16] (eq. 4), and 
Kaimann [17] (eq. 5) suggested complexity 
measures that rely totally on the count of the 
activities and nodes in the network. Since it is 
easy to construct networks of equal number of 
arcs A and nodes Nn but with varying degrees 

of difficulty in analysis, it is difficult to see 
how these measures can be discriminated 
among each one of them.  
 

nN

A
CNC(P) = ,         (3) 
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( ) ( ) ( )2-N 1-N/1NA2CNC(D) nnn +−= ,  (4)  

 

n
 2 /N  ACNC(K) =  .       (5) 

 
The quantitative measure of complexity of 

a project network presented by Badriu [18], 
eq. (6), is more sensitive than the other 
measures. In the complexity measure, the 
maximum number of immediate processor P is 

a multiplicative factor that increases the com-
plexity and potential for bottlenecks in a 
project network. The 1–(1/A) is a fraction 

measure (between 0 and 1) and indicates the 
time intensity or work content of the project. 
As A increases, the quantity 1-(1/A) increases 

and a larger fraction of the total time re-
quirement sum of ti is charged to the network 
complexity. Conversely, as A decrease, the 

network complexity decreases proportionately 
with total time requirement. The sum of (ti * rij) 

indicates the time-based consumption of a 
given resource type j relative to the maximum 

availability. The term is summed overall the 
difference resource type j relative. Having 
project duration Dc in the denominator helps 

to express the complexity as a dimensionless 
quantity by canceling out the time units in the 
numerator. In addition, it gives the network 
complexity per unit of total project duration. 
As it has been focused that this measure han-
dles most of the project network parameters 
that affecting its complexity.  This measure of 
complexity is more sensitive to the changes in 
the network data and gives accurate quanti-
fied results when comparing the complexities 
of networks. 
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When the number of critical paths in 

network W increases, the complexity of net-

work will be increased. Also, as the number of 
critical activities in the network Ac increases 
the complexity of project network will be in-
creased. The quantitative measure of complex-

ity of project network presented by Shouman 
et al. [19] (eq. (7), is more sensitive than that 
presented by Badriu [18]. However for this 
measure, when Ac equals A then W equal to 

unity and the project will be of serial structure 
and the measure is the same as that 
suggested by Badriu’s [18] measure. The main 
privilege of this measure is that, it considers 
availability characteristics as well as number 
of critical activities and critical paths. 
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3.1.2. Total activity density (T-density) 

The total activity density, T-density as a 
coefficient of network complexity which is sug-
gested by Johnson [20], (eq. (8)) considers only 
the maximum difference between the 
predecessor and successor activities all over 
the network nodes ignoring all the other net-
work characteristics, (size, shape, duration, 
resources, …etc.). The same remark can be fo-
cused for the average activity density as a 
coefficient of network complexity which, is 
developed by Patterson [21], (eq. (9)). 

 
=−  DensityT  

∑








N
activities successor of number 

- activities rpredecesso of number 0,
 max . (8) 

 
3.1.3. Average activity density 

 

 
N

densityT
densityactivityAverage

n

−
= . (9) 

 
3.2. Performance 

 
Performance measures are absolutely 

essential for running of projects and achieving 
targeted strategies. It does not hold all 
performance smooth or measurement systems 
to be created equal.  Performance measures 
are considered as a core of system standards, 
which are concern with the acceptable per-



H. Elwany et al. / Heuristic projects scheduling procedures  

                                                Alexandria Engineering Journal, Vol. 42, No.2, March 2003                                           155                        

formance measures. Two key factors influ-
encing the selection of the scheduling policy of 
the project in the execution phase. These fac-
tors are the network topology and the avail-
able resource. The most frequently used meas-
ure of performance for a resource scheduling 
heuristic is the project duration. Although this 
measure evaluates the primary objective of a 
project scheduling heuristic, it does not evalu-
ate other aspects of a heuristic performance. 
Patterson [21] classified the measuring criteria 
into three categories. In the first category, time 
and network - based parameters are computed 
prior to critical path analysis. In the second 
category, time and network -based parameters 
are computed subsequent to critical path 
analysis. In the third category, resource-based 
parameters, which are generally computed 
subsequent to critical path analysis, are in-
cluded.  

The evaluation of the models should be 
based upon a set of effectiveness measures. In 
going project organization, may effectiveness 
measure that may directly reflect manage-
ment’s view point have to be translated into 
objective indicators for performance reporting. 
Mohanty and Sidik [22], Khattab and 
Ghoobienh [23], Shouman et al.[19], and 
many others suggested some measuring 
performance criteria to evaluate the per-
formance of the heuristics. These measures 
have been classified into three groups. The 
first group is applicable for implementation for 
both constrained and unconstrained resource 
projects. The second is applicable for the im-
plementation of constrained resource projects. 
The third is applicable for implementation of 
unconstrained resource projects. 
 
3.2.1. Performance measures for constrained 

         and unconstrained resource types 

Total Project Delay (TPD): For a given set of 
projects, total project delay is given as the 
sum of the difference between the assigned 
scheduled finish time of a project and the 
length of the critical in an early start sched-
ule. This measure gives an indication of the 
delays introduced as a result of limitations on 
resource availability and as a result of the 
scheduling rule employed. This can be pre-
sented in eq. (10): 

∑
=

−=
M

1j

ojsj )T(TTPD .          (10) 

 
Weighted Total Delay  (WTD): For a given 

set of projects the weighted total delay is given 
as the sum of the total resources demand by a 
project multiplied by the total delay of the pro-
ject. This measure is shown in eq. (11): 
 

∑∑
= =

−=
M

1j

N

1i

ojsjNtN )T(TRWWTD  .       (11) 

 
Average Saved Resource Time (ASRT): For a 

given set of projects, the ASRT is given as the 

average sum of the product of the difference 
between maximum peaks before and after 
smoothing process and the length of the criti-
cal path. This relation is shown in eq. (12): 
 

∑∑
= =

−=
M

1J

N

1I

2ij1ij )}/MRCP(R{ASRT .      (12) 

 
Deviation From Normal Smoothing (DFNS): 

For a given set of projects, the DFNS is given 

as average sum of the absolute percentage of 
the relative ratio for the difference of maxi-
mum peak obtained when smoothing lower 
priority resource itself and the maximum peak 
obtained due to smoothing highest priority re-
source; to that maximum obtained when 
smoothing lower priority resource. This rela-
tion is shown in eq. (13): 

 
DFNS= 

LM/100))/(MSMS((MS    
M
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N

1

323












∗−∑ ∑ . (13) 

 
Total Resource-Idle Time (TRIT): This is the 

amount of time that resources are idle during 
a schedule span. Idle time can be measured in 
units of resource-type days, eq. (14). It is a re-
sult of the unavailability of direct project work, 
which in turn is a result of the schedule 
method employed. 
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iti  t R WTRIT  .         (14) 
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Resource Utilization (RU): Resource utiliza-

tion measures how efficient the scheduler 
uses its resources as a function of time. It is 
defined as the ratio of the total time-resource 
demanded by a project, which is a function of 
priority rule employed, divided by the maxi-
mum of time-resource Ri PC available during 

the project duration as in eq. (15): 
 

N100
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Both project duration and resource utiliza-

tion, as measures of effectiveness of a sched-
uling method should be used. When two or 
more methods are used to schedule the same 
project, these measures are equivalent, and 
the integer-valued project duration should be 
preferred. For comparisons between different 
projects the dimensionless RU should be used, 

as it is independent of work content and has 
better statistical properties. 

Project Delay (PD): Project delay refers to 

the departure of a project past its CPM calcu-
lated finish time, eq. (16): 
 

PD =Ts – T0 , Ts ≥ To constrained resources.   (16) 
 

If Ts < To then unconstrained resources (crash-
ing or compression problem). 

Average Smoothing Efficiency Factor 
(ASEF): For a given set of projects, ASEF is 
given as the average sum of the relative ratio 
between saved resource time and actual 
smoothed resource time required for smooth-
ing process. This criterion is presented mathe-
matically as in eq. (17): 
 

M)/RRCP(RASEF
M
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2ij2ij1ij
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Average Criticality Efficiency Index (ACEI): 

For a given set of projects, ACEI is given as the 
average sum of the relative ratio between 
saved resource time and actual smoothed re-
source time required for smoothing process. 

This criterion is presented mathematically as 
in eq. (18): 
 
ACEI= 

M))/R(R)/R(R(    
M

1J

N

1I

1ij1ijd2ij2ijd

D(J)

1d 
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For the above criteria, R1ij may be 

determined at either earliest start schedule or 
latest start schedule for perfect evaluation of 
the considered criteria, R1ij, must be held for 

all priority orders at either earliest or latest 
start. In case of in phase resource functions, 
the criteria value will be positive, while for 
out-of-phase functions the criteria value may 
be positive, zero, or negative. This is due to 
the smoothing process will unify the resource 
usage for highest priority order, i.e. for this re-
source order R1ij < R2ij, for dissimilar func-

tions, R1ij may be ≤ R2ij. 
Smoothing Algorithm (SA): The presented 

development in smoothing algorithm can be 
considered as a scientific bases for determin-
ing the resource bounds at which the execu-
tion of projects will be considered either in 
constrained or unconstrained phase; where it 
determines the minimum-maximum peak for 
execution, as in eq. (19): 
 

∑∑∑
= = =

=
C

1K

L

1j

LF

ESi

2
ijkRMinimize SA .        (19) 

 
3.2.2. Performance measures for constrained 

resource type 

Resource-constrained scheduling efficiency 
SE is presented in eq. (20): 

 

oos )/TT(T1SE −−= .          (20) 

 
Average Resource Utilization and Schedul-

ing Efficiency (ARUSE): The minimum resource 

required to execute the project is the maxi-
mum value required by any activity in the pro-
ject network, as stated by Willis [24], while the 
resource level at which the project will be exe-
cuted at a higher efficiency in a constraint 
phase is determined as shown in eq. (21), as 
stated by Shouman et al. [19]: 
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SE)/2(RUARUSE += .         (21) 

 
Burgess algorithm [25] is used to 

determine the resource limit in the con-
strained phase. Under the smoothed resource 
level, the increase of resource level, increases 
the scheduling efficiency and decreases the re-
source utilization and vise is versa. This 
means that both Resource Utilization (RU) and 
Scheduling Efficiency (SE) are two conflict 
measures depending on the resource availabil-
ity level. It is essential for the decision maker 
or project manager to optimize the level of the 
constrained resource. On this basic concept, 
the resource availability is ranged between the 
minimum resource level required to start the 
project and the maximum resource level 
(smoothed) required for CP. The optimum con-

strained resource level is somewhere in be-
tween. This optimum constrained level pro-
vides the maximum value of average resource 
utilization and scheduling efficiency. 

Efficiency ratio (ρmn): To compare the 

heuristic scheduling rules with their perform-
ance on scheduling process on the basis of the 
raw project duration they yield, the following 
aggregate measures are proposed by Badiru 
[18]. The first one is an evaluation of the ratio 
of the minimum project duration observed to 
the project duration obtained under each rule. 
For each rule m, the ratio under each test 
problem n is computed as in eq. (22): 

 

 1,2,...NnM; 1,2,....,m       
PL

q
ρ

mn
mn

n
=== .    (22) 

 
Frequency of obtaining the Shortest Dura-

tion (ShD): This measure identifies the number 
of times (networks) that a heuristic provides 
the shortest duration relative to the other heu-
ristics being investigate. 
 
3.2.3. Performance measures for unconstrained 

resource type  
Resource Range (RR): The resource range is 

the difference between the minimum resource 
level Rmin needed to complete the project and 

the resource level required to schedule the ac-
tivities by the critical path method Rc, eq. (23): 

 

)R - (R  RR minc= .              (23) 

 
This measure may have positive, negative 

or zero values. Negative or zero values indi-
cates that condition is unconstrained.  
 

4. Proposed complexity and performance 

measures 

 
Based on the complexity and performance 

measures presented earlier in section 3, the 
authors developed two new practical perform-
ance and complexity measures for project’s 
scheduling. In the following sections the two 
measures are presented as well as illustrative 
examples. 
 
4.1. Measure of complexity 

 
Although the degree of complexity 

measures, presented in section 3.1 are sensi-
tive to evaluate the project’s complexity, none 
of them considered the number of parallel 
chains or paths belong to the project as an im-
portant and efficient indicator in the evalua-
tion of the degree of complexity. The following 
complexity measure is suggested (eq. (24)) 
which takes into consideration the number of 
parallel paths: 
 
Degree of complexity measure= 

∑∑ ∑ ∑
= = = +=

n

1i

n

1j

n

1i

n

1jj

ijijpc ))X*(t)/(N( .       (24) 

 
To verify the sensitivity of the developed 

measure two different projects (b1) and (b2) 
have the same number of nodes were consid-
ered. The network of the two projects is shown 
in Appendix B. The number of parallel chains 
of the projects’ network is shown in table 1. 

Applying eq. (24), the degree of complexity 
of projects (b1) and (b2) are exhibited in table 
1. Although the two projects have the same 
number of nodes, project (b2) has higher com-
plexity value. This is attributed to the number 
of parallel paths. The proposed degree of com-
plexity measure (eq. (24)) is more sensitive to 
the project’s number of parallel paths. 
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Table 1 
Number of parallel chains of projects’ (b1) and (b2) network   

 

Project (b1) Project (b2) 

Nn 1 2 3 4 5 6 7 8 9  Nn 1 2 3 4 5 6 7 8 9 

1 - 0 0 0 0 0 0 3(6) 4(8) 1 - 0 2(5) 0 3(10) 4(14) 0 5(22) 9(30) 

2 - - 0 0 0 0 0 0 0 2 - - 0 0 2(5) 3(9) 0 0 5(25) 

3 - - - 0 0 0 0 2(3) 0 3 - - - 0 0 0 0 0 0 

4 - - - - 0 0 0 0 0 4 - - - - 0 0 0 0 0 

5 - - - - - 0 0 0 0 5 - - - - - 0 0 0 3(20) 

6 - - - - - - 0 0 0 6 - - - - - - 0 0 0 

7 - - - - - - - 0 0 7 - - - - - - - 0 0 

8 - - - - - - - - 0 8 - - - - - - - - 0 

9 - - - - - - - - - 9 - - - - - - - - - 

Degree of complexity (b1)  = 1.66 Degree of complexity  (b2) = 2.59 

 

4.2. Performance measure 

 
Performance measures presented in 

section 3.2 lacked the consideration of the 
utilized resources. In this aspect, two perform-
ance measures were developed namely the 
Sum Of Square Deviation from average work-
force SOSD and Sum Of Absolute Deviation 
from average workforce SOAD, eqs. (25 and 
26), respectively. The smaller values of SOSD 
and/or SOAD indicate that the resource pro-

files are in good smoothed modes. 
 

2

CPM

durationresourceof
deviationSOSD 






∑
−= ,(25) 

 

CPM

durationresourceof
deviationSOAD

∑
−∑= .(26) 

 
Fig. 1 represents a resource profile of a 

project in which ∑average workforce = 125/19 
= 6.57. By applying the developed perform-
ance measures eqs. (25, 26), the following val-
ues are obtained:  
 
SOSD = 104.633 
SOAD = 34.35 

 
These values indicate that the developed 

performance measure is sensitive to the work-
force resource. 
 

 

 
 
 

 

 

 
 
 
 
 
 
 
 
 
 
 
 

Fig. 1. Resource profile of a certain project. 

 

5. Evaluating the proposed complexity and 

performance measures 
 

The effectiveness and compatibility of the 
proposed measures were evaluated by 
considering five different projects c1, c2, c3, 
c4 and c5. The network arrow diagrams of 
these projects are illustrated in Appendix C. A 
comparison between the complexity and per-
formance values determined by the proposed 
measures and some selected measures. Table 
2 presents the basic characteristics and 
topologies of the five projects considered in the 
comparison. 
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5.1. Complexity measure 
 

Degree of complexity values determined, 
using the proposed formula, were compared 
with those obtained using the selected 
complexity measures, (see table 3). Fig. 2 
shows a plot of the complexity values of both 
the proposed degree of complexity measure 
and other measures.  Fig. 2 shows that the 
proposed measures follow the same trend of 
the other measures. 
 

5.2. Performance measure  

 

The proposed performance values were 

evaluated, by SOSD and SOAD measures, 
against selected three performance measures 
(PD, WTD and TRIT). The obtained perform-
ance values of the proposed and the selected 
performance measures were compared (see ta-
ble 4). Figs. 3-a and 3-b show a plot of per-
formance values of the proposed and the se-
lected measures. Fig. 3-a shows the perform-
ance values as evaluated. In order to cancel 
the effect of the difference in scale, normaliza-
tion process is applied to the evaluated 
parameter and exhibited in fig. 3-b. It is clear 
that the proposed measures follow the same 
trend and the proposed complexity measure is 
compatible with other measures. 

 
Table 2 
Characteristics of the considered networks 
 

Project 
Number 

of nodes 

Number of 

activities 

Project 

duration 

Number of 

paths 

Max. peak 

 at ES 

Max. peak 

at LS 

Max. peak 

smoothed 

Available 

resources 
MS2 ML2 MS2 MS3 

c1 7 10 10 1 8 9 5 4 16 16 19 16 

c2 8 13 24 2 12 18 9 7 17 18 12 12 

c3 8 13 36 1 24 19 12 11 15 17 15 15 

c4 9 12 30 1 15 20 12 6 8 8 8 8 

c5 9 11 18 1 9 16 7 5 13 9 12 9 

 
Table 3 
Calculated complexity measures of the five considered 
projects 
 

Project 
Other complexity 
measures 

Proposed complexity 
measure 

c1 16.92 2.175 

c2 40.46 4.588 

c3 12.88 1.365 

c4 14.33 2.523 

c5 11.53 3.516 

 
 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 2. Comparison of projects’ complexity measures. 
 

Table 4 
Calculated performance measures of the five considered projects  
 

Project 
Project Delay 
(PD) 

Weighted Total 
Delay 
(WTD) 

Total Resource Idle 
Time 
(TRIT) 

Sum Of Square  
deviation from 
Average workforce 
(SOSD) 

Sum Of Absolute  
Deviation from 
average workforce 
(SOAD) 

c1 15 20 11 67.6 23.6 

c2 31 49 72 366 78 

c3 43 77 159 1198 192 

c4 40 60 42 288.7 64.6 

c5 20 10 34 180 44 
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Fig. 3. Performance values of the five considered projects 

(a) as calculated, (b) normalized. 

 

6. Conclusions 
 

Classification of measuring criteria of 
project scheduling for constrained and 
unconstrained single resource problems is 
presented. These measures are concerned to 
network characteristics, degree of complexity 
levels, and performance measures of project 
scheduling procedures.  The characteristics, 
number of critical activities, single critical 
path, multiple-critical paths, and the ratio 
between resource requirements and resource 
availability are of vital concern in the 
evaluation of all the measures under 
consideration.  Moreover, all these key role 
parameters have a great core influence in the 
selection of scheduling criteria. Also, this 
paper presents new pragmatic appraisal 
criteria for the assessment of heuristic project 

scheduling procedures. The new approaches 
are used for evaluating the complexity and 
performance of project’s schedules. The pro-
posed measures were evaluated using five 
different hypothetical projects. The obtained 
results indicated that the proposed complexity 
and performance measures are sensitive to 
projects topographical variations and follow 
the same trends other measures do. 
 
Appendix A  
abbreviations, variables and parameters 

 
A.1. Abbreviations 
ACEI is the average criticality efficiency in-

dex, 
ARUSE is the average resource utilization and  

  scheduling efficiency, 
ASEF is the average smoothing efficiency fac-

tor, 
ASRT is the average saved resource time, 
CI is the criticality index of a resource, 
CNC is the coefficient of network complexity, 
DFNS is the deviation from normal smooth-

ing, 
PD is the project delay, 
RER is the  rule efficiency ratio, 
RR is the resource range, 
SA is the smoothing algorithm, 
SE is the resource-constrained scheduling 

efficiency, 
ShD is the  frequency of obtaining the 

shortest duration, 
SOAD is the sum of absolute deviation from 

average workforce, 
SOSD is the sum of square deviation from 

average workforce, 
TPD is the total project delay, 
TRIT is the total resource-idle time, and 
WTD is the weighted total delay, 
 
A.2. Variables and parameters 

ρmn is the efficiency ratio for rule (m) 
under test problem (n), 

A is the number of activities in the 
network, 

Ac is the number of critical activities in 
the network, 

C is the the number of iteration cycles 
which terminates at minimum two 
consecutive iterations, 

CP is the critical path length, 
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D (j) is the project duration,  
Dc is the project duration with no 

resource constraint, 
ES, LF are the earliest start and latest finish 

for activity j, 
L is the number of non-critical 

activities 
LM is the smoothing lower priority 

resource, 
M is the project set, 
MS2 is the maximum peak of lower 

priority resource due to smoothing of 
highest priority resource, 

MS3 is the maximum peak of lower porirty 
resource due to smoothing lower 
priority resource, 

N is the resource set, 
Nn is the number of nodes in the 

network, 
Npc is the no. of parallel chains in the 

network (> 1), 
P is the maximum units of immediate 

predecessors in the network, 
PC is the project completion time, 
PLmn is the the project duration for test 

problem n under rule (m), 
qn is the minimum project duration 

observed for test problem, 
R is the number of resource types, 
R1ij , R2ij are the maximum peaks of resource 

type i before and after smoothing, 
respectively, 

R1ijd,R2ijd are the daily resource requirements 
before and after smoothing process, 
respectively, 

RAj is the maximum units of resource 
type j available, 

Rc is the resource level required to 
schedule the activities by the CPM, 

Ri is the maximum resource of type i 
available, 

rij is the units of resource type j 
required by activity (i), 

Rijk is the resource required at duration 
time i, 

rik is the units of resource type i 
required by activity k, 

Rit is the total resources demanded by a 
project, 

Rmin is the minimum resource level or 
maximum value required by an 
activity in the project, 

RNt is the resource required by a project, 
Ru is the resource utilization,   
SE is the scheduling efficiency, 
t is the activity time, 
ti is the expected duration for activity 

(i), 
tij is the duration of activity ij, 
tk is the time of avtivity k, 
To is the duration of the project as 

computed by CPM, 
Toj is the duration of the ith project as 

computed by CPM, 
Ts  is the extended duration of the 

project under resource constrained 
situations, 

Tsj is the extended duration of the ith 

project under resource constrained 
situations, 

W is the number of critical paths in 
network, 

Wi is the weight of resource type i, 
WN is the weight of resource type N, and 
Xij is the integer variable (0 or 1), the 

integer variable equals 1 for critical 
activity on path ij and zero other- 
wise. 

 

Appendix B  
Networks of projects (b1) and (b2) time and 
resource are separated by a comma on each 
activity 
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Appendix C  
Networks of the five considered projects 
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