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Since the frequency spectrum of the mobile radio communications is limited, the
channel assignment problem deserves more attention in order to use the available
frequency spectrum with optimum efficiency. A new channel assignment algorithm
using a modified Hopfield neural network is proposed in [4]. In this paper, we propose
various initialization techniques based on multilevel rearrangement of the channels
before applying the algorithm of [4] to decrease the number of iteration and improve the
convergence rate. These techniques will guarantee that the neural network will skip the
local minimum, and in all cases will converge to optimum arrangement of the channels.
The specific characteristics of the channel assignment problem in cellular radio network
such as Co-Site Constraints, Adjacent Channel Constraints, and Co-Channel
Constraints are considered with the implementation of the preassignment techniques.
The results of the proposed techniques are compared with other prior reported
techniques for the same eight benchmark problems. The comparison shows the merits
of the proposed initialization techniques.
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1. Introduction become an important issue to be solved in
mobile telephone communications. At this

Since the usable frequency spectrum is time, the mobile management system should
limited, the channel assignment problem has find a way to arrange the available channels
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to have maximum utilization. The
implementation of neural network techniques
to the channel assignment problem is a new
trend, which presents an encouraging
solution to the problem of channel
assignment [1-8]. In [2], four heuristics were
used to improve the convergence rate of
channel assignment. They also fixed some
frequencies in one or more certain cellsin
order to accelerate the convergence time. This
process has been applied on several
problems. the results were favorable in some
cases but not in others. In [9], Chan et al.
used the feed forward neural network which
had a learning process prior to the actual
channel assignment. The performance of the
algorithm is totally dependent on the training
data used. They also considered only co-
channel constraints. Kim et al [10 ]
proposed an algorithm based on various
initialization and updating techniques. The
initialization methods are: the fixed interval
initialization method and the random interval
initialization method, along with three
updating methods. The results of Kim for the
convergence rate and iteration number were
better than those of Funabiki [2].

This paper presents a preassignment
algorithm which composes of a multilevel
initialization technique to be applied on the
Funabiki’s parallel algorithm neural network
model. The new technique guarantees 100 %
convergence rate and minimum iteration
number for the same eight benchmark
problems proposed by Funabiki [2] and Kim
[4 ]. In section 2. the channel assignment
problem is discussed in view of neural
network ‘representation considering the
different channel assignment -constraints.
Section 3 presents the mathematical
representation of the parallel algorithm
neural network model. In section 4, the steps
to be followed on applying the parallel
algorithm are discussed. In section S5, the
proposed preassignment initialization levels
discussed. The results of the proposed
algorithm in comparison with prior reported
results are given in section 6. The conclusion
is drawn in section 7.

2. Channel assignment constraints-

On dealing with dynamic channel
assignment [13], some constraints have to be
considered on assigning a certain frequency
to a call in a cell. These constraints are [4-6]:
[1]The Co-Site Constraints (CSC) which

means, any pair of frequencies (channels)

assigned to aradio cell must have certain
distance in the frequency domain.

[2]Co-Channel Constraints (CCC), which
means the same frequency can not be
assigned to certain pairs of radio cells
simultaneously.

[3]The Adjacent Channel Constraints (ACC),
which means frequencies adjacent in the
frequency domain can not be assigned to
-adjacent radio cells simultaneously.

The above constraints have to be satisfied
before assigning any radio frequency to a call
in any cell. In [2] the compatibility matrix C =
( cj ) is defined as n*n symmetric matrix,
where n is the number of cells in the mobile
radio network. Each nondiagonal element c;
represents the minimum  frequency
separation between a frequency in cell #i
and another in cell # j. The CCC is
represented by ¢, = 1, and ACC is
represented by c;, = 2. c; = 0 indicates that
cell # i and cell # j are allowed to use the
same frequency. Each diagonal element c;
represents the minimum separation distance
between any two frequencies assigned to cell
# 1, which is the CSC. where c;; >1 is always
satisfied. The required channel number for
each cell # i isrepresented by the demand
matrix D = (di), where 1< i < n. Let fi
indicates the assigned frequency for the k*
call in cell #i, where 1<i< n and1< k<
dipl The condition imposed by  the
compatibility constraints between fik and fj

is given by \flk —fﬂ\ >cy where 1< ij <n

and 1< k,1< di excepti=j k=1

The goal of the channel assignment
problem is to solve for fix which satisfies the
constraint conditions when the number of
cells n in the mobile network are given along
with the compatibility matrix C and the
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number of required channels given by matrix
D.

3. Neural network model

The neural network model [12] is
composed of a large number of massively
connected simple processing elements
(neurons). The processing element has an
input and an output. The input of a
processing element is connected with outputs
of several processing elements including the
processing element itself as shown in Fig. 1.
The parallel algorithm [2, 13, 14] is based on
a two dimensional neural network model. A
total of n*m processing elements is required
for solving n-cell m-frequency problem, where
n is the number of radio cells and m is the
total number of frequencies (channels). The
output of ij'* processing element (Vj )
indicates that whether or not frequency # j is
assigned to cell #i. The non zero output (Vj
= 1) indicates that frequency # j is assigned to
cell # i. The zero output (V= 0) indicates
that frequency # j is not assigned to cell # i.
The output and the input of a processing
element is given by:

V]

1, if Ui > UTP (upper trip point)
0, if Ui < LTP (lower trip point)
unchanged otherwise. (1)

The channel assignment constraints are
represented as:

3.1. Channel requirements

For a required number of channels d; for
cell # i, which has non zero output, the
following value will be zero

V. ~d,. (2)

3.2. Co-site constraint

If the frequency # q within distance ci
from frequency #j (|j-g|< cu) is assigned to

cell # i, then frequency # j must not be
assigned to cell # i and for the following term:

J+(c, =)

B
q=i§°:u -l)lq (3)

1<q<m
The output of the above equation will have

nonzero value if the co-site constraint is
violated.

Fig. 1. Single laver feedback neural network.

3.3. Co-channel and adjacent channel
constraints

If frequency # q within distance cip from
frequency # j ( |j-¢| < ¢y ) is assigned to cell #

p forcip > 0 and p # i, frequency # j must not
be assigned to cell # i and the following term
will be nonzero if the assignment of
frequency # j to cell # i violates co-channel
and /or adjacent channel constraints.

n j-+-(clp -1)

Z ZVP‘!' (4)

p=1 g=j-(c,-1)
P#l 1<q<m
c,pz()
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The above equation will have nonzero
output if co-channel and/or adjacent channel
constraints are violated.

The motion equation of ij'* processing
element in the n-cell-m-frequency problem is
given by:

(5)

The motion equation (energy function)
represents the distance between the current
state of the neural network system and the
solution state. The motion equation is
determined by considering all constraints in
the problem. The goal of the neural network
model for solving combinatorial optimization
problems is to minimize the motion equation.
Only local minimum is guaranteed by neural

network. In order to increase the frequency
of the global minimum convergence, the
following four heuristics have been

introduced empirically:

3.3.1. A-term saturation heuristic
By applying bounding function to A-term,
we have:

_AMSV - 6
‘-\f,\;yq le, (@)

where f(X)=Amax if X > Amax, f(X)=Awmin if X < Amin
and x otherwise.

3.3.2. Omega function heuristic

There are two forms of the B term, which
are:

[f(tmodT) < w

—

e -1 it} 59 =1

-B ZV +Z ZV )
qEjieesly pel g=)-r g =

g8 EsFltleqgs n
l2g<m Spoi

else

q=)-c;,~1 Pl g=1- o -l
q=) P=! lcg-m
1<qg<m e

where t is the number of iteration steps, and
T and @ are constant parameters.

3.3.4. The hill cimbing heuristic

+ch[i v, —d,)(l—vU @®)
)

g=1

where h(x) =1ifx<0, h(x)=0ifx >0 andc
is a random variable. The c term encourages
ij'* processing element to have nonzero
output if fewer than di processing element for
cell # i have nonzero output and v; = 0.

3.3.5. The input saturation heuristic

Uij = Umnax
= U

ifUl_l > Umnax
if UIJ < Urun . (9)

where Un.x and Unu, are constant parameters.

4. Procedural steps of the parallel
algorithm

The following procedure describes the
proposed parallel algorithm based on the
motion equation with the four heuristics.

1- Set t=0.A=B=1,C=3,4,0r5,T= 10,
=8 , Unax = 30, U= -30. Aiiox = 5, Auin
= -5, UTP = 5, LTP = -5 and Tuax = 500.

2-The initial values of Uj(t) is a random
variable netween O and Uy Assign the
initial values of V, (t) to zero.

3-Compute the change of input
based on the motion equation as:

A Ui(y)
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f(tmodT) < @

AU,)(I)=-AI(ZV (1= dJ

9=!

[' - - (10)
Z v,q(t;+z YV (1)
9=)= p=1 gq= |— S h
9=) P™! 12q2 m
I12qzm Sg-
V,(1)+c¢h zv,q(t_)-d,J(l-V,)m).
q=l
else
AUU(U:—Af[iVN(t)-d,J
q=1
{ ' f )=t -
-B\ Z Vw(t)+ Z ZVW“’
q=) 0 =l 3e)-icg -1
1q F=' 1Zq_m
129 -
( 11
,uht V. (1)-d }1 V,(1).
q=1
4- Update input Uj(t+1) as:
Ui(t+1) = Uij(t) + AUi(t) (12)

5- Use the input saturation heuristic:

Ul}(t+1) = Umax
U)J(t"’l) - Unun

if U(t+1) > Unax
ifUlj(t+1) < Unin, (13)

6- Update output V(t+1) as:

Vij(t+1) = 1 if Uj (t+1) > UTP
=0 if Ujj (t+1) < LTP
unchanged otherwise (14)

7-Check the termination condition:

=) P=l g=)-tcg -l
=) p=1l l2qzm
q m ‘v -t

1 1
V()= land{ Z v, ?i va =0},
| q

| \i~l

(15)

fori=1,...nandj<€ .. .m} ort= T
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then terminate this procedure, otherwise
increment t by 1, and go to step 2.

To run the neural network parallel
algorithm program, the input values U, are
sequentially updated, while all output values
are fixed. Then all output values Vj are
sequentially updated. while all input values

Uj are fixed.

S. The proposed preaassignment
initialization levels

The following levels are proposed to be
applied as a prestep of the parallel algorithm
in order to decrease the number of iterations
and increase the convergence rate.

(1) Level-1 (Achieve assignment of CellMax)

e Finf the cell with maximum traffic
(CellMax). Assign the minimum number
of channels needed to serve this cell
which is given by (((ci-1)*dwm.x)-1) to meet
co-site constraint.

e Assign the demand calls for the other
cells, taking into account the
achievement of co-site constraint in all
cells, plus co-channel and adjacent
channel constraints in CellMax. The cells
are arranged in random order.

(2) Level-2 (Check and solve violation
between cells)

This level is mainly for solving the
violation of the co-site constraint between
cells, and this will be done by the following
steps:

e If the assignment of neuron (i,j) (i.e. cell #
i, and channel # j) violates the co-site
constraints with other cells, try the search
process for a free channel that makes no
violation, whether in favor of the left side
neuron (i, j-1) or right side neuron (i, j+1).

e After the initial direction is decided, (to
the right or to the left), the next neurons
are tested sequentially until the search is
finished by true or false.

e For false search a global trace is followed.
The global trace will be done by repeating
the search process for a free channel in
all the other cells that make violations
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with the existed one in the same way as
the first two steps.

e For false search,
assignment with cell # i.

return the old

(3) Level-3 (Check and solve violation in
descending order)

This level will be executed if level-2 fails
in solving the problem of violation and it will
follow the same steps of level-2 but with cells
arranged in descending order.

(4) Level-4 (Consider the other constraints)

e Consider co-channel and adjacent
channel constraints between cells, and
count the number of errors.

e If the number of errors is less than two,
supply the input and output matrices into
the Hopfield network.

e For two errors or more, the system will
solve these problems either by the search
for free channels for these assignment or
for the assignment which cause violations
with the existed ones.

6. Simulation results and discussion
Table 1 shows the specification of the
examined eight benchmark problems with

their compatibility matrix C and demand
vector D. For more details see [ ], [ ]| where

Table 1. Specifications of the simulated problems [6].

the details of the problems are discussed.
The number of radio cells varies between 4
and 25 for number of frequencies ranges from
11 to 533. The CSC is indicated by the value
in column cii.

The initialization steps discussed in the
previous section have to be executed in
advance of the the neural network parallel
algorithm steps. The cell with maximum
number of calls and so maximum required
channel number must be determined with the
aid of the demand vector. In the same way

the required channel number for the other

cells have to be determined. Fixing the
frequency assignment of CellMax accelerates
the convergence time.

Table 2 shows the average iteration
number and the convergence rate for each
problem at the end of each of the initialization
levels. The average iteration number is the
average number of iterations, which are
increased until the energy is equal to zero.
Convergence rate is the probability that the
network has an energy of zero value before
the maximum number of iteration is reached.
In the simulation the maximum number of
iterations is fixed at S00. To investigate the
number of iteration and the convergence rate,
100 simulation runs were performed with
different initial seed values.

Problem # Number of Number of Compatibility Demand vector D
Radio cells Frequencies Cii Matrix C
N M
1 4 . 11 2 Cy D\
2 25 73 2 C: Dz
3 21 381 3 Cs Ds
4 21 533 7 Ca D
3 21 533 T Cs Ds
6 21 221 ) C: Da
7 21 309 T Ca Da
8 21 309 I Cs Da
714 Alexandria Engineering Journal, Vol. 39, No. 5, September 2000
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Table 2. Simulation results of the suggested initialization levels.

Problem # Level 1 Level 2 Level 3 Level 4

Average Convergen  Average Convergen  Average Convergen  Average Convergen

Iter No. ce rate Iter No. ce rate Iter No. ce rate Iter. No. ce rate
1 16 100% 3 100% 1 100% 1 100%
2 43 100% 23.3 100% 1 100% 1 100%
3 200 100% 1 100% 1 100% 1 100%
4 139 100% 1 100% 1 100% 1 100%
3 150 100% 1 100% 1 100% 1 100%
6 = ¥ 273 20% 1 100% 1 100%
7 37 NS 25% 1 100% 1 100% 1 100%
8 = = 271 18% 253 20% 16 100%
Table 3. Comparison with prior reported results.
Problem # Method I Funabiki Results of

with B. [4] (6] Level 4
Average Conver Average Conver Average Conver
Iter No. gence rate Iter. No. gence rate lter. N. gence rate

2 279.9 62% 294.0 9% 1 100%
3 67.4 99% 147.8 93% 1 100%
4 64.4 100% 117.5 100% 1 100%
3 126.8 98% 100.3 100% 1 100%
6 62.4 97% 234.8 79%% 1 100%
7 1277 99% 85.6 100% 1 100%
8 151 52% 305.6 24% 16 100%

From the table we can notice that we can
get a solution for problems 1 to 5 with 100
% convergence rate at the end of level 1 but
the system could not get a solution for
problems 6 and 8 at this level. At the second
level, the average iteration number for all the
problems has decreased to a great extent with
a solution to problems 6 and 8. At the end of
level 4, the convergence rate is 100 % for all
the problems with one iteration except
problem 8 which has an average iteration
number of 16.

Table 3 shows a comparison between the
achieved result at the end of level 4 with that
reported in [2] and [10]. In [2] a couple of
frequencies in certain cells are fixed for
accelerating the convergence time, while in
[4] with its initialization and updating
methods had similar or better results than
those found in [6] although the frequencies
are not fixed in any cell. The proposed
initialization levels combine the advantages of
both of these methods. In the proposed
algorithm the frequencies of CellMax are the
only fixed frequencies as a step to accelerate
the convergence rate in addition to the

Alexandria Engineering Journal, Vol. 39, No. 5, September 2000

proposed initialization levels to decrease the
number of iteration.

7. Conclusions

This paper proposes a preassignment
algorithm to the channel assignment problem
as a prestep to the implementation of the
parallel algorithm. The preassignment
algorithm drives itself to the optimum
solution by fixing the assignment of the cell
with maximum traffic and solving the
violation of any of the constraints according
to its importance and connection weight
successively. The interconnection weight to
any of the neurons takes into account the
required channel number in each cell and the
three channel assignment constraints. The
three constraints that are considered are the
CSC, CCC and ACC. The obtained average
iteration number and the convergence rate
are compared with prior reported results. The
proposed algorithm drastically reduced the
average iteration number and improved the
convergence rate to 100 % for the considered
eight benchmark problems.
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