conclusions are highlighted.

resources

NTRODUCTION, LITERATURE REVIEW,
. AND WORK SCOPE

nfortunately, no  simple heuristic
/ criterion has been found to perform well
- a wide variety of project network
aracteristics, and resource levels. This is
scause the success of a certain specified
uristic depends mainly on the project
acteristics. Hence, there is still no such
edure, which is considered to be
omputationally-feasible for the large and
omplex projects which occur in practice.
_, since most success to date has been
d in the application of heuristic
echniques, research on heuristic solution
procedures has been still popular. Three
guantitative measures related to the project
juration have been developed by Badiru [1]
as measuring performance criteria to
compare the project scheduling heuristics.
The comparative experiment indicates that
istics perform almost equally well for
projects while their performance
ies considerably for large projects. A
multi-objective management perspective has

~ Alexandria Engineering Journal Vol. 38, No. 3, A161-A177, May 1999
© Faculty of Engineering, Alexandria Univ ersity-Egypt AEJ 1999

'NEW HEURISTICS FOR SCHEDULING SINGLE CONSTRAINED
RESOURCE PROJECTS

, A. Shouman*, A.Z. Ghafagy**, M.A. Zaghloul** and A. A. Bou-Shaala***

- *Industrial Engineering Department, Faculty of Engineering, Zagazig University.
* Production Engineering Department, Faculty of Engineering, Suez Canal University.
***Industnal Engineering Department, Faculty of Engineering, Garyounis University.

ABSTRACT

The heuristic decision rules used for project scheduling will vary
depending upon the project’s size, complexity, duration, personnel,
and owner requirements. In the current article, the most common
heuristics that have been shown to achieve optimal or near-optimal
solutions for single constrained resource projects are presented.
Also, new developed heuristics and measures for project’s
complexity and scheduling performance are presented. The new
measures show better sensitivity for both project complexity and
scheduling performance. The developed heuristics have been
studied with the project’s complexity for a set of fifty projects. The
developed heuristics show better results for scheduling process
than common rules. The heuristics that will perform the best for
each project complexity are introduced. General remarks, and

Keywords: Projects scheduling - Resource allocation - Constrained

been used to arrive at schedules for the best
utilization of scarce resources for multiple
project-multiple resource constrained
scheduling by Mohantly and Sidiq [2]. The
analysis is accomplished by means of
integer-programming and  simulation.
Multiple performance measures are used to
establish the validity of each technique.
Deckro et al. [3] developed the use of a
decomposition algorithm in solving a
resource limited, multi-project scheduling
problem. The decomposition approach offers
two distinct advantages over a direct
optimization  approach; the ability to
realistically solve large scale problems and
the option of using the decomposition
approach as a heuristic. Nguyen and Stone
[4] presented a multi-period mini-max
resource allocation model in which the
resources are storable and substitutable.
This model uses primal-dual algorithm
which was efficiently implemented using
maximum flow algorithm and is capable of
handling large scale projects. Lee et al. [5]
focuses on the presentation of an integer
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programming - model and a sub-
optimization procedure for solving resource
constrained scheduling problem. It provides
an efficient integer programming
formulation of hybrid resource. Ouali et al.
[6] deals with a resource assignment
modeling approach into a multi-project
management context. The approach divides
the resource assignment complexity into
three levels, the structural one, the
quantitative one, and qualitative one. Each
level deals with one main constraint and
uses appropriate modeling tools. A new
approach for resource scheduling using
genetic algorithms (GA) 1is presented by
Chan et al. [7]. The methodology does not
depend on any set of heuristic rules.
Instead, its strength lies in the selection
and recombination of (GA) to learn the
domain of the specific project. The model is
able to evolve improved schedules.
Lorterapong et al. [8] presents a scheduling
method based on a Fuzzy theory. The
proposed method incorporates a number of
new techniques that facilitate the
interpretation of Fuzzy results generated,
the representation of imprecise activity
durations, and the calculation of scheduling
parameters. Samules et al. [9] advised a
construction management program that
schedules manpower and controls costs of
construction representatives. This program
includes three phases; the planning phase
forecasts future construction representative
needs for the agency wide effort, the staffing
phase schedules and assigns personnel to
specific projects, and the monitoring phase
furnishes performance and cost reports that
compare actual results with the staffing
estimates. Pocock et al. [10] developed a
method for measuring a project degree of
interaction  (DOI) and  verifies the
relationship between (DOI) and performance
indicators such as cost growth, schedule
growth, and number of modifications. The
results indicate that the projects with low
DOl have a wide range of cost, schedule
growth, and number of modifications, while
projects with high DOI tend to have better
and more consistent performance indicators.
Russel et al [11] describes a process where

by owner, engineer, and construction
contractor organization can use continuos
or time dependent variable to predict project
cost and schedules outcomes from start of
detailed design through construction
completion. A new approach to schedule
projects of single constrained resource
consideration is suggested by Shouman
[12]. In this approach, the excess resources
under the available limit are utilized in the
compression of some project activities such
that the resource bound is not exceeded.
The reported results show that an increase
of the utilization of the available resources
has been achieved and the output schedules
are the best for all the considered heuristics. |
Abourizk et al. [13] advised a combined
simulation model to achieve more accurate
and flexible modeling of random process
affecting construction progress. In this
model, the project schedule prepared by
CPM is transferred into a process
interaction-discrete event simulation model
then combined with a continuos change
weather process in the same model. A
branch and bound procedure is proposed by
Erik et al [14] for scheduling project
activities subjected to precedence
diagramming type of precedence relations,
ready times, due dates, and variable
multiple resource availability constraints,
where the objective is to minimize project
duration. The procedure is based on a
depth-first solution strategy in which nodes
in the solution tree represent resource and
precedence feasible partial schedules. A new
model that adequately integrates the means
of LOB and CPM in a mixed integer
programming for resource allocation in
repetitive projects has been introduced by
Korish et al. [15]. The virtue of the suggested
model lies in its ability to maintain work
continuity in the repetitive activities. A new
scheduling system based on statistical
simulation is discussed by Senior et al. [16).
The system called project integrated cyclic
analysis of serial system operations.
(PICASSO), blends and enhances two
existing techniques, namely, CPM and the
cyclic operations network (CYCLONE)
simulation. The model allows an explicit
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resource interaction and the
of complex resource sharing
ith its schedules automatically
the availability of any number
. It has been concluded from
solution procedures that no
heuristics, for scheduling the
single resource problem,
late the project complexity
fics, number of critical activities,
path or multiple critical paths,
ratio between = resource
nts and resource availability) with
oped heuristic rules of scheduling.
objective of the present work, is to
new heuristics as scheduling
These heuristics depend mainly on
ject characteristics and will be
ith the project complexity classes
their effectiveness on project

.

Table 1 Summary of measures of network complexity.

New Heuristics for Scheduling Single Constrained Resource Projects

NEW MEASURES FOR COMPLEXITY AND
PERFORMANCE

The measurement of the “complexity” of
projects by quantitative and qualitative
factors are needed in order to estimate the
computing requirements and/or to validly
compare alternative heuristic procedures.
Evidently, a choice between two proposed
algorithms, or the determination of the
efficiency of a particular algorithm, would be
greatly facilitated if there exists a measure of
network complexity. Table 1 gives a bird’s
eye view of the proposed measures
mentioned in References 1 and 17. The
suggested measure of Pascoe, Davies, and
Kaimann rely totally on the account of the
activities and nodes in the network. Since it
is easy to construct networks of equal
number of arcs and nodes but with varying
degrees of difficulty in analysis, we fail to
see how these measures can discriminate
among them.

| Coefficient of network complexity
| CNC(P) = A/N Pascoe [18]
1 CNC([D) = 2(A-N+1)/(N-1)(N-2) Davies [19]
| oNcK) =ay N Kaimann_[20]
: Total activity density -T-density
z max. {0, number of predecessors - number of successors} Johnson [21]
+
Average activity density
(T-density)/N Patterson _ [22]
Py =4,/ PL, m=12..M, n=1,2,,N Padiru [
N
b= Py m=1,2,....,M Padiru (1]
- on=l
S.=WPL,,-9q,)/q,)*100 m=12,.,M n=1,2,.N Padiru (1]
A R 4
CNC(B) = (P/CP) { 1 - (1/A) Z,-=1’=' + ZH (O tr, /RA, ) Padiu [
Where P i maximum number of immediate
CNC :  coefficient of network complexity. predecessors in the network.
number of activities in the network, Pmn : the efficiency ratio for rule (m) under test
N number of nodes. problem (n).
4 expected duration of activity i. Qn !  MiNlw (PLws) minimum project duration
R nu.Fnber of resource types . observed for test problem (n).
Tij - umt:ﬂ. of resource j for activity i. RLwa: project duration for test problem (n).
RAy ma:f:mmm number of resource M number of scheduling rules considered.
available . N number of test problems.
project duration with no resource bm sums of pma.
constraint .
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CNC(PR)=[W/(1-Ac/A)] [(P/CP) {1-(1/A) *
sy =Ry (2 en /RN ()

Where
W : number of critical paths.
Ac: number of critical activities.

The proposed measure is more sensitive
to the changes in the network data. The
increase of critical paths and critical
activities will increase the network
complexity. The degree of sensitivity of the
proposed measure has been tested and
evaluated against the other measures of
complexity for the considered fifty projects
under consideration of the current work and
gave accurate quantified results in
comparing  with other measures of
complexity. However, for the proposed
measure, when Ac equals A then W equals
to unity and the project will be serial
structure in its activities and the proposed
measure transforms to Badiru’s measure.
The main privilege of the proposed measure
is that, it considers size, shape, logic
characteristic, time characteristics, resource
demands, and availability as well as number
of critical paths and activities. The resource
availability = for  the problem under
consideration is less than the amounts
required during the project execution phase.
In the current study, the minimum resource
required to execute the project is the
maximum value required by any activity in
the project network [23], while the resource
level at which the project will be executed at
a constraint phase is determined according
to a certain procedure. This procedure
depends mainly on the Average Resource
Utilization  and  Scheduling Efficiency
(ARUSE) which is proposed as performance
measure in the current study.

ARSUE = (RU + SE)/2 (2)
where RU is the resource utilization and SE
is the resource-constrained scheduling
efficiency. Both RU and SE are calculated
as:

A 164 Alexandria Engineering Journal, Vol. 38, No. 3, May 1999

The total activity density and average
activity density as coefficients of network
complexity consider only the maximum
difference between the predecessor and
successor activities allover the network
nodes ignoring all the other network
characteristics  (shape, size, duration,
resource, ..etc.). The quantitative measure
presented by Padiru [1] is more sensitive
than the other measures. In this measure,
the maximum number of immediate
predecessors (P) is a multiplicative factor
that increases the complexity and potential
for bottlenecks in a project network. The
term (1-1/A) is a fractional measure
(between 0 and 1) that indicates the time
intensity or work content of the project. As A
increases, the quantity (1-1/A) increases,
and a larger fraction of the total time
requirement sum of (t) is charged to the
network complexity. Conversely, as A
decreases, the network  complexity
decreases proportionately with total time
requirement. The sum of ti rj indicates the
time-based consumption of a given resource
type j relative to the maximum availability.
The term is summed over all the different
resource types. Having CP duration in the
denominator helps to express the
complexity as a dimensionless quantity by
canceling out the time units in the
numerator. In addition it gives the network
complexity per unit of total project duration.
In the current study and in order to make
this measure more sensitive for project
complexity, two parameters having a great
influence on the degree of complexity of the
project network, are added to this measure.
These parameters are: the number of critical
activities and the number of critical paths of
the project network where the increase of
these  parameters will increase the
complexity of project scheduling. The
proposed measure is defined as:



t,R,)/(R,TD))*(100/ J) (3)

'4
e resource-time function)

IR,... TD)[, eTp Riy(dt (4)

. s resource-time function)
(Ts - To)/To (5)

‘resource utilization.
_expected duration of activity i.
‘units of resource type j of activity i.
project duration.
maximum available of resource type j.
~ number of resource types.
_ resource constrained scheduling
- Efficiency.
- CPM project duration.
extended duration of the project
- under resource constrained
- situation.
the procedure of constrained resource
the smoothing Burgess algorithm [24]
. is developed by the principal author
is used in the current work to
mine the resource availability limit
which the scheduling process of a
network will be in constrained
. Under the smoothed resource level,
e increase of resource level increases the
heduling efficiency and decrease the
source utilization and vise is versa. This
ns that both RU and SE are two conflict
easures depending on the resource
vailability level. This is why it is essential
r he/or she as a decision maker or project
nager to optimize the level of the
sonstrained resource. On this basic concept,
he resource availability is ranged between
he minimum resource level required to
tart the project and the maximum resource
level (smoothed) required for CP and hence,
the optimum constrained resource level is
determined. This optimum constrained level
provides the maximum value of ARUSE. In
the current study some other performance
measures are used to evaluate the proposed

New Heuristics for Scheduling Single Constrainéd Resource Projects

heuristics in addition to the proposed
measure. These measures are project delay
(PRD), project duration (PD), iteration
number (IN), weighted total delay (WTD),
total resource usage time (TRUT), total
resource idle time (TRIT), resource
utilization (RU), resource constrained
scheduling efficiency (SE), and average
resource utilization  and scheduling
efficiency (ARUSE) [2,25].

PROPOSED HEURISTICS AND

ALGORITHM FOR SCHEDULING
Different priority rules for ranking
activities within scheduling procedures have
been proposed for single constraint
scheduling. The most common and popular
heuristic techniques which have been
developed by a number of researchers are
listed in Table 2. All of these priority rules
are an explicit function of time and resource
required by an activity and all activities that
succeed it. Since the rules consider the
succeeding activities, it can be claimed that
these priority rules implicitly consider the
location of an activity on the network [25].
However, in the current work four new
decision rules are developed as heuristics
for scheduling single constrained resource

problem. These proposed heuristics are:

Time Over Resource (TOR)

The TOR wvalue of an activity is
determined by the maximum sum of time
over resource ratios that an activity controls
through the network on any one path.

TOR(m, n) = max, ¥ g 19
LJECP

Sum of Time and Resource (SOTAR)

The SOTAR value of an activity is
calculated as the maximum sum of time and
resource that an activity controls through
the network on any one path.

SOTAR(m,n) = max, Z(Tyg+Rpy) (7)

I,JECPmnk
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Table 2 Some existing priority rules for single-constraint resource scheduling.

ACTIM (m,n) = max s T
IJ eCPmink 4

ACTRES (m,n) = max, 3itl. B R,

1J eCPmnk

GENERS (m,n/w) = W[(ACTRES(m,n)/Z2)+(ACTRES(m.n)/Z1)]

TIMERS(m,n) = 0.5[(ACTIM(m,n)/Z2)+(ACTRES(m,n)/Z1)]

ROT(m,n) = max, SRy 1Ty
N eCPy i

ROT-ACTRES(m,n/w) = W[(ROT(m,n)/Z3)]+(1-W) [ACTRES(m,n)/Z1]

ROT-ACTIM(m,n/w) = W[(ROT(m,n)/Z3)] + (1-W)[ACTIM(m,n)/Z2]

ACROS = max, )3 R,

L €CPyp

TIMROS(m.n) = W[(ACROS(m,n)/Z3]+(1-W) [ACTIM(m,n)/Z2]

TIMGEN(m,n/w)=W 1[ACROS(m,n)/Z4]+W2[ACTIM(m,n) / Z2]
+W3[ACTIM(m,n)/Z1], WI+W2+W3=1

(TI+ %’F TJ)K(RI+ N RJ)

SEARCH 1- ~ JeNF; JeNFp * vi 2o 5 7 Vi
JENF, o

S e LS, Y g w20 ) Vi
JeNF,; J. P JeNF,;

Be [y e ol Pl =W 6- (3.T,/ Y. R)/(R,IT,) Vi

J=NF, JelF, JEIFI  JeNFI

7-R, Vi 8 T /R, Vi

N is the set of nodes in the directed network; Rijis the resource required by the
activity Ti;j to be completed; tj is the time required by activity ij to be completed; CPumnk
is the set of activities of the kth directed path from node m to the last node of the
network including activity mn; w=a weighting factor, (0<w<1); Z1 is max
(ACTRES(m,n)); 22 is max_ (ACTIM(m,n)); Z3 is max (ROT(m,n)); Z4 is max
(ACROS(m,n)) for allm,n € N and m < n; T is the time required to complete activity
I, Ri is the resource required to complete activity I; IF is the set of activities that
immediately follow activity I ; NFi is set of activities that follow activity i; P is set of
activities that precede activity i, i or j is activity index.
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Critical Activities (WCA)

his criterion is estimated at a specific
for critical activities (HL=2 for critical
s and HL=1 other wise), to ensure
e critical activities will scheduled at
WCA value is calculated as the
n sum of time over resource ratios
activity controls through the
on any one path multiplied by HL
ted factor.

T
4n) = max,  THL ;T /Ry ®)
g I,J €eCrmnk
ted Ratio of Resource (WROR)
 criterion is evaluated at a specific
or the ratio of resource requirement
resource available (Rij/RA). The
' value is determined as the maximum
of time and resource multiplied by the
of resource requirement over the
ble resource.

n)=max,  (Tj;+Ry)*Ryy/Ra ©
I,JE Pmnk

\Iso eleven heuristics as a combination
n the new proposed heuristics and
common heuristics are proposed and
ed in addition to the proposed heuristic
es. However, these proposed heuristics
alized in Table 3.

3 Proposed combinations of heuristics.

ule no. Equation of rule

w [TOR(m,n)]+(1-w)[ACTIM(m,n)]

w [TOR(m,n)]+(1-w)[ACTRES (m,n)]
w [TOR(m,n)]+(1-w)[ACROS(m,n)]

w [TOR(m,n)|+(1-w)[ROT(m,n)]

w [SOTAR(m,n)]+(1-w)[ACTIM(m,n)]
w[SOTAR(m,n)}+(1-w)[ACTRES(m,n)]
w [SOTAR(m,n)]+(1-w)[ACROS(m,n)]
W [SOTAR(m,n)}+(1-w)[ROT(m,n)]

w [SOTAR(m,n)]+(1-w)[TOR(m,n)]

w [SOTAR(m,n)]+(1-w)[WROR(m,n)]
w [TOR(m,n)}+(1-w)|WROR(m,n)]

i vd|lo|lu|ls|lw{w]|—

—
(=]

Rule

=
—

For solving the tackled single constrained
resource problem, the following
assumptions are considered:

1. Activities duration times, and resource
requirements are deterministic.

2. The minimum resource requirement to
start a project is the maximum amount
required by any activity of the project
activity set.

3. Only one resource type is required for
each project.

4. The constraint availability of resource
level is deterministic. This levelis less
than maximum peak obtained by the
smoothing process.

5. The resource requirement is unchanged
over activity duration.

6. No pre-emptying is allowed.

7. However, the proposed procedure steps
are as follows:

Step 1: Determine the traditional project

critical path and its main characteristics

(ES,.LS,,TF, ,R,)-

Step 2: The maximum peak is determined
by smoothing procedure.

Step 3:Determine the optimum constrained
resource level between the maximum
smoothed value and the minimum resource
required to start the project.

Step 4: Determine the project measures
(maximum peak at earliest start and latest
start, complexity measure developed in the
current study, number of critical activities
and paths).

Step 5: Determine the indices of all criteria
under consideration for project activities. In
this aspects, the considered criteria are
those presented in Table 2. and rule 2 and
rule 7 of SEARCH in addition to both the
proposed heuristics and combinations.

Step 6: Determine the normalized indices of
all criteria under consideration.

Step 7: Sort the project activities in a
decreasing order  according to the
normalized index value.

Step 8: The decision rules applied as tie

breakers are longest duration, maximum
resource requirement, and random.
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Step 9: Schedule the project activities using
the considered heuristics and the following
scheduling steps:

1. Set the starting schedule time TNOW =0,
resource available Ra = optimum
constrained resource level, and iteration
number IN=0.

2. Determine the candidate list of activities
that could start at TNOW.

3. Select the unscheduled activity(ij) with
the highest normalized index.

4. If the available resource Ra is greater
than or equal to the required resource by
the activity (RiJ) then go to step 6.

5. Go to step 9.

6. Schedule activity (ij).

7. Calculate the starting and completion
times for that activity.

8. Determine the remainder available
resource now R = Ra -Rj;.

9. In case of itis last candidate go to step
12.

10. Select the activity with the next highest
priority.

11. Go to step 4.

12. In case of all the project activities are
scheduled then go to step 17.

13. TNOW becomes the next minimum

(TCy).

14. Available resource at TNOW equals to
the sum of the remaining resources from
the preceding iteration, and the number
of resources freed due to the activity
completion at the previous TNOW,

Ra N Rr'.e-!—RIJ ’

15. IN=IN+1.

16. Go to step 2 .

17. Calculate the measuring performance
criteria, (PD, IN, PRD, RU%, SE%,
ARUSE%, WTD, TRUT, TRIT).

18. In case of the last criterion go to step
21,

19. Select the next criterion.

20. Go to step 1.

21. Select the best criterion with the
minimum completion time and stop.
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Figure 1 exhibits the above algorithm
which is transferred into a computer
program for the evaluation of all criteria
under consideration.

CASE STUDY

As a case study, the above procedure i
applied on 50 project networks most of
have been used as investigated projects it
2,,12,26,27,28]. The other projects ha
been chosen randomly to increase the set ¢
investigated projects. Table 4 lists the mair
characteristics of these projects.
Applying both the common and proposed
scheduling criteria (26) on the considered 50
projects, the performance evaluation of the
considered heuristics can be applied. Table
5 lists the output results obtained by the
designed and constructed program of the
proposed algorithm for project number 42,
The same output results have been obtained
for all projects under consideration.

RESULTS, DISCUSSION AND ANALYSIS
In order to evaluate the rules unde
consideration, the projects unde;
investigation are classified into six class
intervals according to their range of
complexity. These class intervals are 5-15,
15-25, 25-35, 35-45, 45-55, and greater
than 55. The completion dates with the
minimum value as well as the rule that
provides this minimum are determined for
all the projects under investigation. The
summation of critical paths, completion
times/ each heuristic rule, the difference
between them for all the considered
projects, and the ranking of these heuristics
based on their performance are evaluated.
Figure 2 presents the variation of
completion times of projects per each
heuristic and their corresponding ranking
positions. Based on this analysis, rule 20
will perform the best for all the investigated
projects. Figure 3 exhibits a bar chart for
projects yielding shortest completion time
per each rule. Based on this bar chart, rules
16, 19, and 20 perform the best for the
investigated projects.
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Project | Nodes | Activities | Project | Paths ;“: m:"k Max Peak | Available -
No. No. No. Duration No. e Fe Smoothed | Resource SO
at ES at LS
1 72 0 10 1 8 9 5 4 16.92
2 8 3 24 2 12 18 9 7 40.46
3 8 3 36 1 24 19 12 11 12.88
4 9 2 30 1 15 20 12 6 14.33
5 9 1 18 1 9 16 7 5 11.53
6 9 1 15 1 23 20 16 12 8.91
7 9 5 30 2 30 32 20 15 34.84
8 9 1 10 1 16 17 12 11 14.40
9 10 2 41 1 13 20 13 10 15.47
10 10 5 29 1 7 18 6 5 13.79
11 11 3 21 1 22 21 15 12 15.07
12 11 5 100 2 27 27 21 20 36.59
13 12 5 16 1 14 17 9 12.97
14 15 8 52 1 19 21 14 11 1101
15 16 4 39 1 16 16 9 7 14.36
16 17 1 61 1 18 20 11 8 17.94
17 17 ) 31 ] 14 16 8 6 19.22
18 19 4 4 1 11 18 11 10 14.21
19 20 8 29 2 26 31 15 14 36.81
20 24 1 35 2 32 23 14 12 51.74
21 23 1 91 2 40 32 30 22 53.78
22 24 0 63 1 16 20 10 9 13.06
23 28 8 63 1 28 28 17 15 18.69
24 32 3 124 1 12 13 11 8 12.15
25 40 4 47 1 41 37 17 16 24.07
26 10 8 23 1 15 17 13 8 1771
27 8 0 13 1 11 16 11 6 12.74
28 10 3 25 2 14 17 11 8 40.56
29 10 2 18 2 10 20 9 8 37.00
30 8 2 20 2 10 16 9 8 39.10
31 17 8 29 1 10 16 9 8 14.99
32 15 8 34 1 32 21 19 16 11.05
33 25 7 52 1 61 64 30 28 16.76
34 24 2 57 1 60 59 29 28 17.10
35 36 2 120 1 54 46 39 36 17.12
36 18 8 44 2 32 32 25 19 58.03
37 23 4 50 1 38 32 18 17 28.86
38 16 3 16 1 41 41 22 21 17.53
39 37 5 92 1 73 67 20 19 26.15
40 16 4 27 2 32 20 16 10 49.41
41 26 6 80 3 37 34 27 22 98.46
42 30 6 50 3 35 33 25 21 84.53
43 22 0 66 1 26 27 17 12 15.26
44 11 3 15 2 12 19 11 10 49.13
45 8 1 21 1 12 16 8 7 15.78
46 10 2 24 2 9 17 9 8 43.58
47 15 8 28 1 17 17 11 10 17.71
48 18 4 41 1 10 17 7 6 8.13
49 13 T 36 1 9 10 8 7 13.86
50 22 i 47 1 16 17 10 9 14.14
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 Table 5 Scheduling results for project number 42.

v Etltarla PD | IN PRD | RU% | SE% ARUSE | WTD | TRUT | TRIT
1 57126 |7 75.36 | 86.00 80.68 147 | 902 295
2 58 |28 |8 74.06 | 84.00 79.03 168 | 902 316
3 iz ign | ar 55.78 | 46.00 50.89 | 567 ‘| 902 715
4 67 32 17 64.11 66.00 65.05 357 902 205

|5 o4 26 4 79.54 92.00 85.77 B84 902 232
s 61 |29 11 70.41 | 78.00 74.21 | 231 | 902 379
7 o7 28 75.36 86.00 80.68 147 902 295
I8 59 |28 |o 72.80 | 82.00 77.40 189 | 902 337
9 55 | 29 78.10 | 90.00 84.05 105 | 902 253
10 79 30 29 094.37 42.00 48.19 609 902 757
11 60 | 26 10 71.59 | 80.00 75.79 | 210 | 902 358
12 58 |30 |8 74.06 | 84.00 79.03 168 | 902 316
13 56 |31 76.70 | 88.00 82.35 126 | 902 274
14 58 29 8 74.06 84.00 79.03 168 902 316
15 61 28 11 70.41 78.00 74.21 231 902 379
16 58 28 8 74.06 84.00 79.03 168 902 316
17 57 28 T 75.36 86.00 80.68 147 902 295
18 59 29 9 72.80 82.00 77.40 189 902 337
19 58 28 8 74.06 84.00 79.03 168 902 316
20 54 28 4 79.54 92.00 85.77 84 902 232
21 58 |27 |8 74.06 | 84.00 79.03 168 | 902 316
22 s8 |30 |8 74.06 | 84.00 79.03 168 | 902 316
23 58 | 30 8 74.06 | 84.00 79.03 168 | 902 316
24 55 |28 5 78.10 | 90.00 84.05 105 | 902 253
25 87 Lk2s i|iz 75.36 | 86.00 80.68 147 | 902 295
26 55 | 26 5 78.10 | 90.00 | 84.05 105 | 902 253

new heuristics are investigated for
iing the shortest completion dates for
cts under consideration. It was found
een projects of all projects yield
shortest completion dates while the
r old heuristics yield completion dates
m the shortest dates. This means that
y of the considered projects yield

Alexandria Engineering Journal, Vol. 38, No. 3, May 1999

shortest completion dates by only new
heuristics. For the remainder projects, the
new heuristics yield also the shortest dates,
but these shortest completion dates have
been achieved by at least one of the old
heuristics. However, this remark is
exhibited in Table 6.
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Completion time

Figure 2 Variation of completion times of projects per
each heuristic.

Number of projects

Figure 3 Histogram chart for projects yielding shortest
completion time per each rule.

Table 6 Projects yielding the minimum duration using
new heuristics.

Project Minimum Rule(s)
Number duration number
 } 14 18

3 39 23

14 859 16,18,19
15 143 19

16 66 15,22,25
21 102 22,23

23 69 26

25 49 13

33 o4 20

34 29 26

37 53 19,26

39 93 26

40 31 13

41 85 25

Al72 Alexandria Engineering Journal, Vol. 38, No. 3, May 1999

Figure 4 presents the sum of
efficiency ratios ¢m per each heuristic for
the investigated projects . It is obvioust
heuristic rule 20 is the one with maximu
efficiency ratio pmn. The sum Smn of
deviations from the minimum proje
durations for each project for all heuristic
has been charted in Figure 5. It is notice
that rule 20 is the one with minimu
project duration. The considered measuri
performance criteria used in the current
study have been evaluated for both old and
new rules . This evaluation is presented in
Figure 6. It is observed that the new
heuristics will provide better performance
than old rules. In order to determine which
rule will perform the best with respect to
project complexity, the average deviations:
from the observed minimum project
duration and rule efficiency rations for all
the considered rules for each considered
class interval have been evaluated and
pointed out in Table 7. Figure 7 to Figure
18 exhibit this evaluation.

Sum of efficiency ratio

T2 3 4 % & 7T & 9 10 1212 0M 58T NN NN NMEN
Rule numbi

Figure 4 The sum of rule efficiency ratio for all projects
of each heuristic.
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" Table 7  Average deviation and efficiency ratios for class intervals.

—:« ilme'rv =1 Avgmge deviation from minimum duration Average efficiency _ratio

_ 5 Minimum Best rule Maximum | Best rule

- 5-15 2.7 20,13,11 . 0.975 20,13,11

15 - 25 4.33 20,26,24,19,16 0.959 16,19,26,20,24

25-35 2.97 17 : 0.972 17
| 35-45 0.5 5,20,24,26 0.995 5,20,22,23,24,26
| 45-55 4.51 22,23,13 0.958 13,22,23

> 55 1.87 25,20,13,24 0.982 25,20,13,24

1T 23 48 47 8 NN HUERNITURDRNIRIMNED

Rule number
@ 9 10 n MEH
’ on from the observed minimum project Figure 7 Average deviation from the observed
N minimum project duration for complexity

class (5-15).

|Fou Rules (1-11)

|
B New Rules (12-26)

T A AT A HNBONIRTH RN ANNRN
Rule number

APRD ARU ASE ARUSE AWTD ATRIT
i

erage measures of performance criteria. Figure8  Average deviation from the observed
minimum project duration for complexity
class (15-25).
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Averzge devialion
- « ¥ 3 3 3 % 3%

R I T N A E T R R
Rude number

[0 T T U TR B B B BT BRLEN L

Rule number

Figure 9 Average deviation from the observed Fi - . =%
A : : : ure 13 Rule efficiency ratio for complexity class
minimum project duration for complexity g A I -

class (25-39).

" Average devistion

123 a s T RN ABHNEN T IERINTDNEN

Rule number

WwHUANDUERE TP e D

P20 48 8T B

Figure 10  Average . - deviation from the cbserved
minimum project duration for complexity Figure 14
class (35-45).

Rule efficiency ratio for complexity class

Average devistion
s 3 8
Efficiency ratio

123 4 0 4T s T RVDUHETHIRIEDNEDN

Rule numbar (BE B RO A B AR RN AR TR R B R R
Rule number
Figure 11 Average deviation from the observed
minimum project duration for complexity
class [35—5})]. : ! ’ Figure 15 Rule efficiency ratio for complexity class
(25- 35).

s/ |

retio
iifd

Efficlency
3

Ll
12340 07T 0P MU NBUBRIIMIBHODN.N .
Rule number "-:|oncr-onnuuuuuunn-n.-u-n
Figure 12 A\{E[:agc dcvi_ation from the observed Figure 16 Rule efficiency ratio for complexity class
minimum project duration for complexity (35- 45). ‘ ‘

class (>55).
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UM NTA NN N
Rule number

a
‘.Il‘ltlﬂ AR I

Ru.lc efficiency ratio for complexity class
[15- 25).

S R

unno UNR BRIN' B B B.B-N-B B §
Rule number

Rule efficiency ratio for complexity class
(> 55).

CONCLUSION

research reported in the current work
nstrated a strategy for scheduling
e constrained resource problem. The
- schedule that provides minimum
pletion date and maximum resource
tion has been achieved for all the
under consideration. The results,
n, and analysis for the final
ation of the suggested methodology
e the following conclusions:
| new measure for project complexity
' been introduced. This measure
includes all project parameters and
rovides more sensitivity in evaluation of
project complexity.
. new measure for scheduling
performance has been developed. This
measure is used to determine the
optimum constraint resource level for
scheduling process. This measure is

New Heuristics for Scheduling Single Constrained Resource Projects

recommended for the decision maker to
increase or decrease his or her execution
available resource level to achieve the
best schedule.

3. Four new heuristics in addition to eleven
combinations have been advised. The
advised heuristics provide Dbetter
achievements for all measuring
performance criteria under consideration
allover the whole projects where the new
heuristics achieved alone the best
schedule for 28% of projects under
consideration.

4. More promising achievements have been
gained for the new heuristics with
respect to projects complexity classes. In
this aspect, heuristics(11, 13, and 20)
will perform the best for complexity class
5-15, heuristics (16,19,20, 24, and 26)
will perform the best for complexity class
15-25, heuristic (17) will perform the
best for complexity class 25-35,
heuristics (5, 20, 24, and 26) will
perform the best for complexity class 35-
45, heuristics (11,22, and 23) will
perform the best for complexity class 45-
55, and heuristics (13, 20, 24, and 25)
will perform the best for complexity class
greater than 55.
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