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ABSTRACT

. This study presents an experimental investigation of various operating policies in a dual-constrained

job shop under two conditions of operation processing times variation. The job shop consisted of five
workcenters each contained a different machine, and three workers were available to operate these ..
machines. SLAM II simulation language was used to simulate the shop and generate experimental
data. ANOVA procedure, Tukey range test, bar charts, and graphs were used in the analysis of the
data collected. An operating policy was defined as a combination of a sequencing rule and a worker

assignment rule. Five sequencing and seven worker assignment rules were considered. Variation of .. .

processing times showed significant effects on operating policies performance in terms of the shop
measures considered. Sequencing rules were found to have more impact on the performance of
operating policies than worker assignment rules. In conclusion, shop management should be highly
concerned with establishing processing times as close as possible to the actual ones, and should
maintain persistent control over shop operations in order to eliminate causes that may eventually lead

to significant deviations in predicted and/or standard operation processing times.
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INTRODUCT ION

The traditional job shop scheduling problem has
been subjected to extensive research [3], [6], and
[16]. Most research on job shop production systems
has been largely concerned with the sequencing
aspect of single-constrained job shops, in which the
only constraining factor is machine availability. More
recently, researchers have recognized and considered
another - constraining factor in the job shop
environnient; the worker factor that is capable of
operating the machines. A job shop production
system that is limited by its' machine and worker
availability (i.e., having fewer workers than
machines) is referred to as a dual-constrained job
shop. In such a job shop, processing a job requires
the availability of both a machine and a worker, and
hence a job may' be delayed ‘because of the
unavallablhty of a machine or ‘worker or ‘both.
Although analyucal techniques’ have been applied to
simple dual-constrained job shop settings [1], [5] and
[6], the results obtamed showed no mdxcatmn ‘that
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analytical techniques held great promise for studymg
more complex job shop settings. Thc;g:fqre,

“simulation has been the most used methodolpgy for

studying dual-constrained job: shops [7], I8}, [10],
[12], [17], [18], [20], and [21]. ;

The previous research ‘on dual—constramed _job
shops has focused on the sequencing rule, the
worker assignment rule, and has examined a limited
number of such rules. No consideration ‘has been
given to the effect of job processing time variation.
In reality, actual job processing times differ from
expected ones due to both avoidable and
unavoidable delays. In the dual-constrained job shop
of this study three basic decisions were considered
to model its operation. These are: the sequencing
rule decision, the worker assignment rule decision,
and the decision regarding  the level of job
processing times variation. The sequencing rule
decision is related to the selection of the sequencing
rule to be used ‘to determine which job, of those in
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queue at a workcenter, should be processed next.

While the worker assignment rule decision is related

to the selection of the worker assignment rule to be
used to determine the workcenter an available
worker should be assigned to. A worker becomes

available for reassignment when he completes a job. -

Processing time variations are incorporated by adding
deviations sampled from a normal density function
with zero mean. The extent of variation was
controlled by using different standard deviations of
the normal distribution. :Processing time varnation
with normal distribution was used in-[4] and [5]:
The purpose of this research is to investigate the

relative effectuveness of various operating policies on .

the performance of a- hypothetical dynamic
dual-constrained job shop production system under
two levels of job processing time -variation. An
operating policy was defined as a combination of a
sequencing rule and a worker ‘assignment-rule. In
addition, the relative effectiveness of the employed

sequencing rules and ‘worker ‘assignment rules. in.
these opeérating policies on shop performance, under

each of the two levels of the processing - time
variation considered, were also analyzed.

RESEARCH METHODOLOGY

Since no analytical techniques exist for the analysis
of "dynamic ‘dual~constrained job shops, computer

“simulation was selected as the research® vehicle for

“this study. SLAM II simulation language [14]} was

used to model the operation of the dual-constrained
job shop. The workcenters of the job shop’ were
modeled in network form. Job routings, job number
of operations, job due dates, the calculations of

" sequencing rules-and worker assignment rules were

maintained in discrete-event subroutines written in
FORTRAN programming language. The following
sections describe job characteristics, job shop
characteristics and simulation model, available work
force, performance criteria considered, expenmental
design and conditions.’

Job Characteristics
Upon arrival, a job was assigned a job routing, a job

due date, and expected job processing times on
machines. An arriving job was equally likely to be
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assigned a routing from sixteen predetermined
routings. In this way job recycling was not allowed.

“‘The sixteen predetermined job routings are shown

in Figure (1). Job routings, associated job types and
job due dates were assigned to arriving jobs by

- calling a discrete-event subroutine at EVENT node

labelled EVTO. Job due dates were internally
determined by the shop scheduler according to the
total work content method with a multiplier of 4.
Thus the due date of a job was set to equal 4 times
its total expected processing times on the machines
(workcenters), on its routing.
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" Job Shop Gzaracterlsncs ‘and Simulatzon Model

“The “hypothetical dynamic duaf-¢enstrained- job
" shop considered consists of five workeenters.: Each

contains one machine. The machines are-different in

* the sense that the operation performed by a.machine
‘in a given workcenter can not be performed by the

machine in any of the other workcenters. A

~ workcenter can only be visited once by a given:job.

No pre-emption of jobs is allowed, and machines are
not allowed to break down. A constrained resource
(worker) must be assigned to a machine before it can
be operative in the simulation. Figure (2) shows the
job shop configuration and materals flow.

The initial average shop utilization factor was set to
86% by varying job mean interarrival time and mean
machine (job) processing times under the first in
shop first served sequencing rule and the largest
number in queue worker assignment rule with no
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variation in processing times. This average shop
utilization level resembled the actual average
utilization level reported by manufacturing firms
[21]. Job interarrival time and machine processing
times were random variables generated from a
negative exponential probability density function
with mean interarrival time of 2.0 (in time units)and
machine processing time means of 1.7, 1.2, 1.1, 1.2,
and 1.1 (in ume units) for workcenters (machines)
#1, #2, #3, #4, and #5, respectively. These values for
the means were selected to achieve a shop utilization
level of about 86% as mentioned earlier. Different
random number streams and seeds were used to
assure independence. Figure (3) presents the SLAM
II network model of the job shop. Verification of the
simulation model was made through detailed review
of model logic and individual testing of subroutines
in the formulation stage. In addition, several test
runs involving different operating policies were
made, and at selected intervals a varnety of job,
workcenter and worker information was printed- by
the SLLAM 1II trace at each event occurrence. The
simulated movement of jobs and workers was then
analyzed and found to be functioning as planned.

Processing operations

INPUT[ workcenter l/
#1
N\

worker #1

workcenter workcenter

#2 24
>< OUTPUT
workcenter) ] [ uorkccnterl}_‘
33 5

worker #2,(W2) worker #3, (W3)

Figure 2. Job shop configuration and materials flow.

Work Force

Three workers were employed to operate the five
machines. Worker #1 was permanently assigned to
operate the machine in workcenter #1. The time of
worker #2 (W2) was shared between workcenters #2
and #3, while the time of worker #3 (W3) was shared
between workcenters #4 and #5 as shown in Figure
2. Workers are assumed to be completely and
equally efficient in operating machines. Workers #2
and #3 were assigned to their respective workcenters
according to the worker assignment rule being
followed upon job completion.
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Performance Criteria

Five performance measures were used to evaluate
shop performance. These measures are: mean flow

time (F), maximum tardiness (T ,), average

number of jobs in the shop (I:Is ), total worker
transfers between workcenters (TW'T), and number

of late jobs ( ﬁs )-
Operating Policies and Processing Time Variation

The basic interest in this study is to determine the
effectiveness of employing one operating policy
versus a different operating policy to analyze
whether the variation in the job processing times has
any bearing on the relative effectiveness of the
operating policy. An operating policy is defined as a
combination of a sequencing rule and a worker
assignment rule. Five sequencing rules and seven
worker assignment rules were used in this
simulation. Thus, a total of 35 operating policies
(combinations; 7X5) were considered.

The sequencing rules considered are:

(1) First in shop, first served (FISF). The job
which has been in the shop the longest period
of tdme will be processed first.

(2) First in queue, first served (FIQF). The job
which has been in the queue the longest period
of time will be processed first.

(3) Shortest processing time, first served (SPTF).
The job having the shortest actual processing
time for the next operation will be processed
first.

(4) Earliest due date, first served (EDDF). The job
with the earliest due date will be processed
first.

(5) Largest number of operations, first served
(LNOF). The job having the largest number of

operations will be processed first.
A worker becomes available for reassignment when

he completes a job. The worker assignment rules
considered in this study are:
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(1) Assign available worker to the workcenter
whose queue has the largest number of jobs
(LNQ).

(2) Assign available worker to the workcenter
whose queue has the largest average queue
waiting time (AQW).

(3) Assign available worker to the workcenter
whose first rank job in its queue has been in
the shop the longest period of time (FIS). A

- counterpart of the FISF sequencing rule.

(4) Assign available worker to the workcenter
whose first rank job in its queue has been in
the queue the longest period of time (FIQ). A
counterpart of the FIQF sequencing rule.

(5) Assign available worker to the workcenter

- whose first rank job in its queue has the

- shortest actual processing time for the next

- operation (SPT). A counterpart of the SPTF

sequencing rule.

' (6) Assign available worker to the workcenter
whose first rank job in its queue has the earliest
due date (EDD). A counterpart of the EDDF
sequencing rule.

(7) Assign available worker to the workcenter
whose first rank job in its queue has the largest
number of operations (LNO). A counterpart of
the LNOF sequencing rule.

Two levels of processing time variation were
considered: Low Variation (LV), and High Variation
(HV). To incorporate these processmg time
variations,  actual - job processing times were
computed by addlqg a deviation sampled from a
normal density function with a mean of zero. The
actual processing time of a jOb on a machme was
computed as follows:

Actual job processing time on a machine = Expected
job processing time on

that machine + N(0.0,s)

where N is a value sampled from the normal
distribution with a mean of 0.0 and a standard
deviation of ¢=0.2 for Low Vanation (LV), and ¢=0.6
for High Variation (HV). These values for s were
selected to provide a low variation of approximately
15%, and a high variation of approximately 50% of
the average machine processing time in the job shop.
The normal deviations generated were added to the
expected job processing time once the job under

Alexandria Engineering Journal, Vol. 34, No. 1, January 1995,

consideration arrives at a workcenter queue. This
can be observed from Figure (3).

Based on the above mentioned explanation, a
combination of the worker assignment rule LNQ and
the FISF sequencing rule represents an operating

policy which is, symbolically, referred to as Ql.

FISF
Thus under each of the two defined levels of job
processing time variation, there are 35 operating
policies to employ in the operation of the shop.

Experimental Design and Conditions

A set of two experiments was considered. A
primary experiment and an auxiliary experiment.
The primary experiment conducted as a two-factor
factorial design. The first factor (A) represented the
job processing time variation at two levels: Low
Variation (LV) and High Variation (HV), and the
second factor (B) represented the operating policy
employed in the operation of the job shop with 35
levels. A total of 70 factor combinations was
considered. The expenmental factors and their lcvels
are shown in Table (1).

Table 1. Primary experimental factors and levels.

Factor Levels
1) Low Varlation (LV), 2) High Variation (HV)

Factors

A: Processing time
variation
B: Operating No. 1 2 3 4 S [ 7 8 9 10
policy Symbol AQW 4
FISF FIQF SPTF EDDF LNOF FISF FIQF SPTF EDDF LNOF

11 12 13 14 1S 16 17 18 19 20
FIS FIS FI Q FIQ FIQ
FISF FIQF SPTF EDDF LNOF FISF FIQF SPTF EDDF LNOF

21 22 23 24 25 26 27 28 29 30
SPT EDD E
FISF FIQF SPTF EDDF LNOF FISF FIQF SPTF EDDF LNOF

31 32 33 34 35
0 LNO
FISF FIQF SPTF EDDF LNOF

The auxiliary experiment used the sequencing rule
and the worker assignment rule for each of the 35
operatirig policies, under each of the two levels of
the processing time variation. It was conducted as a
two-factor factorial design with two factors: factor:(C)
represented the sequencing rule with 5 levels, and
factor (D) represented the worker assignment rule
with 7 levels, under each of the two levels of factor
(A) of the primary experiment.

to eliminate the effect of the transient period of
system warm-up, a test run of the simulation model

Q} operating policy and low

FISF
variation of processing time (LV). Average queue
length, mean flow time and utilization level reached

was made under the
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steady state after 6000 time units. Therefore, a run’ -

length of 15000 time units was established, and
statistical data were collected during the last 9000
time units of the run length. Five runs were made

for each of the 70 experimental factor combinations, *-

thus a total of 350 simulation runs were made.
Previous research indicated that at least three runs

should be made to determine the variability of the

simulation output analysis [18]. The simulation
model was run on a 386DX-25Mz PC with
math-coprocessor using the PC version 2.1 of SLAM
IT [15]. Analysis of variance procedure (ANOVA),
Tukey’s multiple comparison test [11], bar charts
and graphs were used to analyze the data collected
from the simulation runs.

EXPERIMENTAL RESULTS AND ANALYSIS

The means and standard deviations of the observed
values from the simulation runs for the performance
measures under each of the 35 operating policies are
displayed in Table (2). Table (3) shows the results
obtained from the ANOVA procedure for the
experimental factors of both the primary and
auxiliary experiments. Since the ANOVA results
were significant, Tukey’s range multiple comparison
tests were performed at the 0.05 significance level to
rank and _
reveal where significant differences in performance
among operating policies, sequencing rules, and
worker assignment rules occurred. Table (4) presents
the ranking and grouping of the operating policies in
terms of each of the performance measures. The
horizontal lines drawn under policy and rule
numbers indicate groups with no significant
differences. The operating policies, sequencing rules,
and worker assignment rules are rank ordered
according to their sample means from left to right,
best to worst.

the ANOVA results indicate that operating policies
and processing time variation; factors (A) and (B),
have significant impact on the performance of the
job shop, in terms of mean flow time, maximum
tardiness, average inprocess jobs, total worker
transfers, and number of late jobs. Their interaction
is also highly significant in terms of T,
performance measures, while it is less and less

significant in terms of Nj, Fand Nj, respectively.
Furthermore, the processing time variation effect has
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and TWT.

the most significant effect on shop performance.
Moreover, the sequencing rule factor (C) has shown
significant effect on all shop performance measures
and at both levels of the processing time variation
factor. On the other hand, factor (D); the worker
assignment rule, has shown significant impact on
Tpae TWT, and N{ measures at LV level. While at
the HV level of the processing time variation factor
it has shown significant effects only on TWT, and
N, measures. It is worth noting that the interaction
effect between the sequencing rule factor and the
worker assignment‘ rule factor is primarily influenced
by the sequencing rule factor.

Figures (4) through (8) present bar charts showmg
performance measure mean values at low and high
variation of processing time factor for all operating
policies. In terms of mean flow tme, operating
policy #3 {LNQ}was superior to all other pohcnes,

while operating- policies #S {LNQ}and #15

{FIS were the worst under LV and HV levels of
LNOF
processing time variation, respectively. Maximum

tardiness was optimized by policy #4 Q}.
EDDF

70

1
M
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Y] 0 o
F : 3 i i
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w H - iE ] HE BHH R
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RV

OPERATING POLICY NUMBER
Figure 4. A bar chart for mean ﬂow time under LV
and HV of processing time.

Average inprocess jobs performance measure was
minimized by policy #3 {LNQ} for all experimental
SPTR | ‘

conditions. In terms of tetal ~worker transfers,
operating policy #10 AQW} produced the minimum
P :

LNO!
value, while the number of late jobs performance
measure achieved its lowest value with operating .

policy #3 Q under both levels of the processin
P g

time variation factor
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2.41 85

3314
128

59.52
6.76

195.20
54.92

19.06
4.32

4809 3826

101

148

29: EDD [Mean

EDDF|{Std Dev

34.94
5.18

115.26
40.28

10.15 5134 3004{57.92
3.19 21 101} ,8.29

202.00
42.14

18.04
4.77

3704
224

12: FIS |Mean
FIQF|{Std Dev

147.40
47.99

12.41 5040
2.47 64

3328
170

S7.12
8.94

213.00
97.99

742

~
P
-

4666
192

3780
151

EDD- [Mean
LNOF|{Std Dev

44.32
7.41

691.80
247.35

12.82 2716(62.76
2.68 35 94| 9.18

1254.80
416.35

21.06
9.33

300
84

13: FIS |Mean
SPTF |Std Dev

618.00
488. 45

7.04 5096
4.22 66

1622
115

31.12
3.61

1112.40
575.29

4936
90

2050
107

14: FIS [Mean
EDDF |Std Dev

126.52
32.74

10.77 5106
4.46 81

3012
224

52.50
9.86

174.40
S56.69

-

4818 3550

323

15: FIS [Mean
LNOF |Std Dev

694.60
84.28

14.14 4948
4.21 75

2626
29

65.48
12.55

893.60
256.13

3038
128

31: LNO [Mean

FISF{Std Dev

37.92
5.44

109.68
38.54

10.59 5204 3260(S8.54
2.07 83 214| 6.64

168.80
22.06

17.66
7.08

3830
199

32: LNO (Mean
FIQF|Std Dev

42.70
5.38

144.20
24.99

12.42 S078 3388(58.54
3.17 64 201 8.28

176.00
38.52

17.30
6.17

3792
204

33: LNO |[Mean
SPTF|{Std Dev

21.80
1.05

619.60
199.19

S.70 1592127.44
1.50 44 S5| 3.65

1025.20
517.74

7.24
1.33
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87

16: FIQ |Mean
FISF|Std Dev

120.50
43.82

12.46 5124
3.85 56

3414
196

60.96
9.96

201.80
46.62

P D)

3822
209

LNO {Mean
EDDF|{Std Dev

35.90
6.25

114.42
37.87

10.23 5104 2964(S6.20
2.72 51 230({10.36

170.10
67.41

16.32
6.98

3570
163

17: F1Q |Mean
FIQF |Std Dev

478.00
3.13 64

11.63 5054

3356
116

56.88
5.41

188.00
49.66

-

3800
164

: LNO {Mean
LNOF|Std Dev

42.76
7.11

766.00
328.10

12.59 S062 2620(58.02
2.61 66 160(11.58

874.60
-299.36

17.70
S.49

2508
127

18: FIQ |Mean
SPTF |Std Dev

.43  425.64
48 607.80
.61 1451.60

5.77 5064
1.45 74

1654
19

29.10
4.01

144.51
665.87

w o O en 1S S| n nj 19 @0
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1958
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Std Dev:

Standard Deviation.

Table 2: Means and standard deviations of observed values for the performance measures.
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Table 3. Anova results.

Factors ‘Péfformance measureS« Legend
P;i:i§Zent F LA | ﬁs' TWT | N |A : processing time variation
SEP B : operating policy
* .
F value |448.9|22.9(115.6| 401.5|578.g|A'B ¢ interaction of A & B
A o P D P «x |C : sequencing rule
Sig.of F |.000 {.000].000 .000 |.000 |D : worker assignment rule
- { F value 21.2115.2| 5.6| 659.9|150.4(C*D interaction of C & D
* b 0 L = % - glio s 1|
Sig.of F |.000.:000]. 000 {000} 600 ;|% = Bigniiicance ilevel
A,B{ F value '1.5| 2.8 0.5 9.0| 1.5| * significant beyond «=0.05
R 2 * % 3 *w ; ; =
Sig. of F|.049 |.000|.995 | .000 |.042 RlgnEficgntbevond a=0.04
: Low Variation (LV) : High Variation (HV)
Auxiliary = = — =
experiment ‘ ’F Tmax NS TVT NL F Tmax NS TWT NL
C { F value 103.0{35.5| 30.2 7.11508.8| 89.5|74.9| 22.5 13.9(723.4
% » W * ¥ L2 3 * % * ¥ * ¥ * % a4 5 * %
Sig. of F|{.000 |.000]|.000 .000 |.000 |.000 |.000|.000 .000 {.000
o { F value- | 0.4] 3.8/ 0.2(1571.7| 11.0| 0.1 1.2| 0.2|2123.1] 18.5
‘ * ' % * ¥ it * ¥
Sig. of F|.894 |.002|.977 .000 |.000 |.990 |.305|.989 | .000 |.000
” F value | 0.6 1.6 0.3 S: 2 2.0 0.4} 2.5 0.2 T.2 3.8
C ’ #* T * W * % * % 1
Sig. of F|.913 |.036].888 .000 |.006 |.991 |.000{1.00 | .000 |.000
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Figure 5. A bar chart for ’n};aximum tardiness under LV and HV of processing time.
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Table 4: Tukey’s range test results for ranking and grouping of operating

and worker assignment rules.
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Figures (9) through (13) show the performance
measures as functions of the sequencing rule
employed in the shop, regardless of the worker
assignment rule considered, under both levels of the
processing time variation. It can be seen from these
figures that high processing time variation has a
negative impact on the sequencing rule performance,
except for the total worker transfers measure.
Figures (14) through (18) present shop performance
measures as functions in terms of worker assignment
rule. Again, worker assignment rule was worsened by
the high vanation in processing time for all measures
except for the total worker transfers performance
measure. From the graphs, one may observe that
the performance patterns of sequencing rules and
worker assignment rules, in terms of all shop
measures are consistent for both low variation and
high variation levels of processing time variation
factor.

To further explore and illustrate the relative
performance of operating policies; sequencing rules
within worker assignment rules, bar charts were

constructed for selected performance measures;
mean flow time, maximum tardiness, and total
worker transfers, for each of the five sequencing
rules within each of the seven worker assignment
rules, and for both levels (LLV, HV) of the processing
time variation. These charts are presented in Figures
19 and 20. It can be noted from these figures that
the SPTF rule within the LNQ rule is the best in
terms of mean flow time, while the EDDF rule
within the LNQ rule is the best in terms of
maximum tardiness, and the LNOF rule within the
AQW rule is the best for total worker transfers under
all experimental conditions. Considering the
performance of operating policies with matching
rules, i.e. policies that incorporate the same basic
rule principle for both sequencing jobs for processing
and assigning workers to workcenters (counterpart
rules), none of these rules was ranked first. But some
of which have shown no significant difference
compared to those observed with superior
performance. The operating policies with matching
rules are operating policies #11, #17, #23, #29, and
operating policy #35.

MI~— Z20C-m Z»mz

20

1- FISF 2-FIQF

+ E0D 5 LNOF

SEQUENCING RULE NUMBER AND SYMBOL

Figure 9. Mean flow times as a function of sequencing rule.
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CONCLUSIONS

The purpose of this research was to investigate the
impact of different operating _policies on the
operational performance of a dual-constrained jOb
shop subjected to variations in operation processing
times. The relative effectiveness of the operating
policies was found to be dependent upon the
performance measure  considered. A major
contribution of this research is the implementation
of processing time variation, as well as the
introduction of average :queue waiting time based
rule (AQW), number of 515erétibn_vbased rules (LNO,
LNOF), and the inclusion of a large number of
operating policies in the operatlon of
dualconstrained production systems. A number of
conclusions : ‘may be derived from this. research:

1- Variation ' in ‘operation processing times has a
highly significant impact on the performance of
operating policies employed. Job shop
management should highly consider the
establishment of expected operation processing
times which do not largely deviate from actual
operation processing times. Management should
also maintain persistent monitoring on the shop
operations in order to eliminate assignable causes
and/or minimize the effect of random causes that
may lead to fluctuation in processmg txmes during
production schedules.

2- One of the most interesting findings of this study
1s the strong effect of combining sequencing rules
and worker assignment rules together to form
operating policies, and the danger of selecting
rules based solely on their individual impact.
Sequencing rules showed greater influence than
did worker assignment rules on the performance
of operating. policies in dual-constrained
production systems. Operating policies consisting
of counterpart rules showed no superiority. Thus,
sequencing rules and worker assignment rules
should be considered separately in designing
operating policies for optimizing different shop
performance measures. -

3- The average queue waiting time (AQW) rule was
superior in terms of total number of worker
transfers performance measure regardless of the
sequencing rule combined with.

Finally, Dual-constrained job shop. production

A 38

systems offer numerous opportunities for furthe
research. For example, the effects of other model
parameters, due-date assignment procedures,
worker transfer delay time, worker flexibility and
eligibility for transfer, and machine break down
may warrant further studies in limited resources
production systems environment.
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