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Abstract

In this paper, we introduce and analyse two new adaptive job
scheduling strategies whose goals are to improve the average response
time wusing the 1load balancing techniques. Each strategy uses the

concept of decentralized control.

A simulation technique is used to evaluate the effect of these
strategies on wvarious performance indices in four different case
studies. A simulator is built to simulate our distributed system and

study the effect of using the job scheduling strategies.

The results of the simulation runs ihcluding the comparison of the two

algorithms are given in this paper.
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1. Introduction

An interesting research problem arises in the design of a distributed
computer system, namely how to improve its overall performance by
balancing the workload over the entire system. This can be done
through one or both mechanisms; task sheduling.[2,3,5,9,10,7T1]
and job scheduling [1,6,7,8].

Our attention in this paper is focussed on job scheduling mechanism.
Load balancing can be done statically at system configuration time by
preassigning certain Jjobs or classes of jobs to specific processors,
or dynamically as the 1load and state of the system changes by

automatically transfering jobs from one processor to another.

In general, the analytical solutions of the load balancing problem can
take two different approaches. One approach is "to formulate the
problem of assigning jobs to hosts as a combinatorial optimization

problem [6,7].

The other approach is to develop queueing models to analyze the
performance of systems incorporating simple job routing policies that
automatically shift jobs from heavily loaded hosts to lightly loaded
hosts. Various techniques are available for obtaining the exact or the
approximate solutions of queuesing models. Notable among them are the
power iteration method [8], generating function approach [4], product

form solution [1] and recursive solution technique [6,7].
In this paper, we introduce and analyze two new job scheduling

strategies which use the concept of decentralized control. The

decentralized controlled job scheduling algorithm wutilizes N

Alexandria Engineering Journal July 1989



Simulation, Analysis And Comparison of Two Job 211

physically distributed entities, each entity is considered as a local
controller which runs asynchronously and concurrently with the others.
Bach entity makes decision based on a system-wide objective function,
rather than on a local one. Each entity makes decisions on an equal
basis with the other entities. It is intended that the job scheduling
algorithm adapts to the changing busyness of the various hosts in the

system.

In this paper, it is assumed that each entity transmits periodically
its busyness to all other entities and combines receiving updates in
some manner so as to obtain its new view of the system. The updating

scheme used in our simulation is described in the next section.

The execution costs involved in running a decentralized controlled job
scheduling algorithm include the cost of running the algorithm itself,
the cost of transmitting update information and the cost of moving
jobs. The primary goal of the algorithm is to minimize the response
time with minimum job movement. The secondary goal is to balance the

load. All these costs and goals are addressed in the simulation.

2. no@el pegggigginn And Assumytions ’

We consider a distributed system which consists of n nodes. These
nodes represent the host computers which are connected on an
arbitrary fashion by a communication network. All hosts are identical
but may *be hetorogeneous i.e. they may have different speed
characteristics. However, they have the same processing capabilities,

to process a job from start to finish at any node.

Jobs arrive at any node i according to a time-invariant Poisson
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process with rate Ai' The service time of a job i, scheduled for

excution, is chosen from an exponential distribution with rate ui.
Each arriving job may be either processed at the same node i, or
transferred to another node Jj according to an adaptive strategy as

shown in figures (1) and (2).

The delay in the communication subnet is modeled simply as a constant
delay which is the maximum possible delay between any two hosts. Both
job and state information are passed into the subnet, thereby modeling
two of the major costs involved. The effect of changing that delay is

discussed in section 4.

The third major cost is that of the running algorithm which is
modelled as a small fixed cost of 50 milliseconds which 1is a
reasonable figure because of the simplicity of the strategies

involved.

Each node sends periodically its expected status information to all
other nodes. This estimation, at the original node, will be easier and
more accurate than the estimation at the receiving node. So, the
receiving node may use this information without any modification. Each
node decides at a scheduling interval whether it will send jobs to
other nodes or not, depending on the adaptive strategy. The effect of

changing the scheduling interval is discussed in section 4.

Each node is modelled as a simple FCFS process scheduler that does not
allow multiprogramming. A statistics gathering capability sufficient
to determine the average response time perjob, the percentage of moved
jobs to the total number of jobs, the percentage of processing tihe at
each- node to the total processing time, and the average queue length

at eéch node are included in the model. The model is designed so that
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it is easy to test the system under any type of workload, and under

different job scheduling algorithms.

All simulations are run for five minutes of simulation time,
statistics are cleared, and then run for forty five more minutes. This
is done to minimize the transient start up effects of an empty system.

The results are taken by averaging two different runs.

3. The Job Scheduling Strategies

Two proposed job scheduling algorithms are implemented and compared
via simulation. The job scheduling entities are activated periodically
every scheduling interval in each algorithm. Furthermore, the state
information at each node is sent every scheduling interval to other

nodes.

For both strategies, if the delay in the communication subnet is large
compared to the scheduling interval, then the scheduling entities may
continue to send jobs to a host not realizing that there are many jobs
on the way to that host. This problem can be solved by choosing a
fairly slow periodic wupdate rate,. which 1is acceptable for job
scheduling and moving at most two jobs to a host at one time. Also, we
can keep track of which host has been sent jobs recently and use this
information in an effort to mitigate the problem and to minimize job

movement.
Another practical consideration taken into account is to avoid moving

jobs by a host if it observes that each host has less than certain

lower margin or more than certain upper margin.
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3.1 The First Stategy

In this aigorithh; each entity compares its own busyness with the
estimated busyness of the lightly loaded host. The difference between
the busynes% is compared with two biases. If the difference is greater
than the second bias, two jobs are moved to the least busy host. If

that difference 1is only greater than the first blas, only one jOb is
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studies 1is examined. In all four case studies the network delay is
taken to be 4 seconds and the scheduling interval is equal to 2
seconds. There are three main differences between the four chosen
cases: the number of nodes in the system, its total traffic intensity,
and the variations among the traffic intensities in its nodes. The

four case studies are summurized in table I.

The mean arrival rates are generated randomly satistying the
characteristics (3) and (4). The case study-4 is a reasonably balanced
load, thus the tunning factor; alpha; is chosen to be one and serves

only as a tie breaker.

Four performance indices are taken into account: the average response
time per job (ART), the percentage of moved jobs to the total number
of jobs, the percentage of the processing time at each node to the
total processing timé, and the average queue length at each node in

the system.

The simulation results of the two strategies for the four case studies
are summarized in table II after using jobs cutoffs. The effects of
changing the network delay and the scheduling interval over the
average response~time are shown in figures (3) and (4) for two of the

four case studies.

5. Conclusions

As shown in table II, both strategies give good effect on the system
performance in each case study. The average response time 1is

significally decreased, and the total processing time is distributed

in an equal way over the system nodes. The sum of the average queue
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Table I
Characteristic of the four case studies
Case study
number
1 2 3 4
Characteristic
1. number of nodes 3 5 S 5
=S
2. Average service
time (seconds) 5,6,7 549365 7:2 15:;5;6;7,7 15:,5,6;7;7
3. Total -traffic
intensity of
the system 0.7 0.7 0.8 0.7
4. traffic
intensity 0.662,0.658 0.453,0.873 0.81,0.89 0.689,0.72
of the nodes 0.855 0.798,0.596} 0.88,0.82 0.694,0.668
0.793 0.56 0.217
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TABLE II

Results cf the fcur case studies

*w
Average Coefficient Sum‘ Cecfficient Optimum margin
Case of percen- | of variaticn cf Average cf variation
Strategies ART(Sec) |% Job Mov| tage cf % process que ue length of average Lower upper
studies process time at the nodes queue length
time
No 23.916 0.0 33.34 0.329 8.65 0.4081 -— —
Case strategy
study strategy
No. 1 12.579 23.58 |33.33 0.0573 4.18 0.0431 2 12
strategy
1 2 12.126 25.61 |33.33 ~0.0246 3.87 0.0233 2 12
Case Ne. '
strategy 22.934 0.0 19.998 0.5881 12.86 0.2877 - -
study strategy
No. 1 12.199 24.55 [20.002 0.1865 6.7 0.1104 3 20
strategy
2 2 12.433 26.63 |20.000 0.1320 7.19 0.0876 2 18
Case Nc f
strategy 33.568 0.0 20.008 0.4493 23.35 0.3936 - -
Study strategy
Ne. 1 15.624 21.58 [20.000 0.2215 9.86 0.0791 3 18
strategy '
3 2 14.525 60.34 |20.002 0.1145 8.72 0.0275 2 14
Case Ne.
strategy 17.69% 0.0 19.998 0.2565 9.84 0.1098 - -
study strategy
Nc. 1 11.481 26.44 |20.000 0.0965 6.29 0.0302 2 12
4 strategy
2 11.932 35.92 [20.000 0.1010 6.2 0.0306 2 16
* Sum of average gueue length = *Z Average queue length
‘ nodes

#* coefficient of variation = Range/sum of average queue length.
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Fig. 3 The effect of NETWORK delay on ART
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Fig., 4 The effect of Scheduling Interval on 6RI
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length at all nodes is reduced when using both strategies besides the

reduction of its coefficient of variation.

The good effect of the job scheduling algorithms seems to be very
clear when the system load is unbalanced, as illustrated in the first

and the second case studies.

By Comparing the two adaptive strategies, we found that each one has
better performance in certain cases. The second strategy, performs
good results because it distributes the moved jobs to different
receivers, but it has a tendency to move too many jobs if not tuned
well. While the first strategy sends fewer jobs at each interval with
the tendency to direct most of the jobs to a single node, specially,
when the system has only one light loaded node as shown in the third

case.

The effect of increasing the networks delay 1is the same in both
algorithms as shown in Figure (3). In general, increasing delays in
the subnet increases system response time because increased delays
degrade the quality of the state information of nodes about each

other.

The scheduling interval must be chosen carefully because a large value
will result poor Dbalancing while a small value may produce
instabilities. It is clear from Figure (4) that the bad effect of
increasing the interval is more serious in the first strategy. This is
expected because in the second strategy, many decisions are taken each
interval, and so, increasing the scheduling interval will have é less

effect.
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It is worth mentioned that if the distributed system is geographically

scattered, differences among the communication delays between the

system hosts might be taken also into account.
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