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THE MONENT GENERATING FUNCTION OF PILLAI’S CRITERION
CONCERNING THREE HYPOTHESES UNDER VIOLATIONS IN THE COMPLEX CASE
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Abstract
The moment generating function of Pillai's criterion V(P)=tr R(l’+R)-1
L -
R=5i S ; S% is derived under violation in the complex case in
connection with (a) test of Z;=Z, of two complex normal populations

N ( My Zi), i=1,2 and (b) MANOVA. The derivation is based -on the
complex joint pdf of rys r2,...,rp which is obtained byPillai and Hsu
(1979) under violation, where S1 and SZ are imependently ‘distributed
according to complex noncentral Wishart W, G’.nl,Zl,Q) and central
W (p,nz,zz, 0). We considered also -the special cases (Q =0) and(Z1 =
22),the forms obtained are the complex analogue of those obtained by
Khatri (1967) and Pillai (1968) in the real cases. The results-were
further extended to include the test (c) canoniocal correlation, this is

carried out under the assumption that © is random. The findings may

facilitate the derivation of lower nocentral moments of the criteria.

Alexandria Engineering Journal October 1988



220 Nashat Saweris

I. Introduction

(p)

The moment generating function of Pillai's criterion V
studied by several authors. Khatri (1967) has obtained the mgf of V
in the case of testing the equality of two covariance matrices of two
normal populations. While the mgf of the criterion has been also
considered by Pillai (1968) in connection with NANOVA and canonical
correlation in the real cases. The mgf's obtained by Khatri-Pillai are
an extension of the earlier results obtained by Pillai (1954), (1956)

and by James (1964) in the centeral case.

Now we shall consider the following hypotheses:

(a) Test of equality of two covariance matrices of two complex normal
Populations,

(b) Test of equality of mean vectors of 1 p-complex normal populations

(MANOVA) .

In connection with (a) and (b), Pillai and Hsu (1979) have obtained the

¢ w 1 -1 3
joint pdf of the latent roots Tys Tyyeees rp of R = Si 82 Si

under violation 1in the complex case, it is given here by eqn. (3.1).
Based on this density function, we derived two forms for the mgf of
Pillai's criterion V(p)=tr sl(s1 + 52)'l = trR(CI +R) = )

and R = diag (rl, Toseees rp),O SrSryeees < T, <1, in connection

with the hypotheses (a) and (b) under violation, where the expressions
are given in Theorem 3.l1. 1In section 4, we considered the m.g.f. of
v when (1) @ =0 and (11) - 3,.
In order to derive the mgf of V(p) in connection with (c) test of

independence of a p set and q set in a (p+q) - complex multivariate
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normal (canonical correlatiop), the results of section (3) are extended
in Section 5/ By using Theorem 3.1 and considering the
~matrix O completely random (seePillai (1975) and Constantine (1963)),
then we obtained two forms of V(p) in the canonical correlation case

under violation (Theorem 5.1). It was verified that the complex analogue
of eqn (4.3) of Pillai (1968) may follow from Theorem 5.1 as a special

case.

2. Preliminaries

In this section we shall outline some results concerning functions of a

Hermitian matrix and complex zonal polynomials.

Definition 2.1. The complex zonal polynomial of degree K of a hermitian
matrix EI§W) is as defined by James (1964), expressible in terms of
certain homogeneous symmetric polynomial in the characteristic roots of
W. It is noted that k = (kl, kz,...,kp) is a partition of k into p

k> ke kpioandizzl ko= k.

Lemma 2.l. Let W. be positive definite Hermitian matrix, hence due to

Khatri (1969) we have

B T (a, 0 T (a) C(D)
a- b- k
JIwPP 1w [°"P ¢ (waw <L -

il (2.2)
I=W=W'>0 g R 18

where Fp(a,k), Fp(a) are thHe multivariate gamma functions. Since W
being positive definite function, it may be transformed by unitary.
matrix U(UU'=I), so that UWU' is diagonal. Taking into consideration
the jacobian of transformation which 1is given by Khatri (1965)

in the form
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3 =TT 0%, and f bW =
1> J UG '=1

Pence, we get from (2.2) the following result:

f a-p b-p # : 2 dw
s WA T PP E i'[l; (g =)

r(p) . (a,0 T (b)C (1)
calBo P B K (2.3)
P (p-1) Pp(a+b,k)

n
Lemma 2.2 Let A and B be two Hermitian matrices, hence we have

f -trA

-‘pr‘ -~ -~
= zivg | 7P (aB) da = r (a) lalc (B) (2.4)

This is eqn (86) of James (1964).

Lemma 2.3. If Z and R positive definite Hemitian matrices, hence we have

the following integral

,p(p-1) | -n il Ek(m
trZ
—_— [ e lz] ¢, (2 R)Z = (2.5)
2 L ad
(2 1 1)P Rez>0 I‘p(n,k)

This is an immediate result of the inverse Laplace transform (Herz(1955)

Definition 2.3 Complex Laguere Polynomials

In the complex case, the 'Laguerre polynomials are defined by Kheatri
(1970) in the form

S - -l~ i R 4
LYSY = e'" ST v +p) 17 GF (x4 B, -RSDe ER|Ye (R)aR (2.6

R>o
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Where S is an arbitrary pxp Hermitian matrix and OF1 is the complex
- hypergeometric function as in equation (87) of James (1964). In view of

Constantine (1966) an equivalent expression for ~LI(S) will be

» 2p(p-l) N s
” trz « wnp?™ (1<Z ~8)dZ
L, (s) =——? I‘p(y-»P,k) [ e |z|” Y C, (2.7)

vV
To express Lk(S)in amore convenient form, the following relatiomship

is needed
c (1-8) K D% 3, Cy (S
: 11 = (2.8)
c (1) n=0 v c (1)
k \Y
;k\) are constants and V is a partition of n. Upon using (2.8),
3

integrating term by term by the aid of (2.5), hence from (2.7) we get:

~

. _ K (D" G, ¢ (s
LZ (8) = (y+p), C (D ] - (2.9)
n=0v (y+p )yC\) (1)

3. The Moment Generating Function of Pillai's Criterion in Connection
with Two Multivariate Hypotheses

Let R = diag-irl,rgi..., Fﬁ) where 0 < r) < ... T, < are the
roots of R = 822 81822, where Sland S2 are distributed as before.

The joint pdf of rl,...,rp has been obtained by Pillai and Hsu

(1979) under violation, it is in the form:
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-trQ -n;  ny-p —(n1+n ) T (ri-r.)2
c(p,nyn,le |A] IR | [I+A R | i>] J
© ~ -]
¥ [n1+n2]k0k[lR(I+ R) 7]
K=0 k K
~ (n;-p)
K (A™F,_ o, THL, t e
) ) --------3¥: --------------------- {(3.1)
n=0 v ¢ (1) c (1) [n1]
v v
where
c(p,n,,n,)= np(p-l)r (n,+n )/[Ti(n )T (n )T (p)] (3.2)
Bytly pRgd ® p 1 2 p 17 p 27 p °
~(n,-p)
“ék , are constants defined by (2.8),yis a partition of n and L, ()

is the generalized Laguerre polynomial. The derivation of (3.1) is
carried out under the assumption that A =EIZ§1 is "random'".
Next, we shall obtain two expressions for the m.g.f. of V(Pg
1:rR(I+R)"1 concerning the hypotheses: (a) Test ofzi =%, of two
complex normal populations, (b) MANOVA.

The derivation of the m.g.f. of V(p)

is based on the joint p.d.f. as
given by eqn.(3.1). Consider the transformation 1i=ri(1+r151 or
L=R(I+R)-l, hence from (3.1) we obtain the joint density function of
11,12,...,1p in the form:

-trQ -n -p N,=-p
c(p,ny,n,) e [A] llLTl |I‘L|2
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P , [n1+n2] e k(L) ’
T (1, = 1j) vl x E(AT7, 0 )  (3.4)
i >j K=0 k ’ K1

C(p,nl,nz) as in (3.2) and,

Ko™, oY )
E(A‘l,n)= g, NW b -I'Jvl () (3.5)
n=o v CéI) c, (D [“1]v

Starting from here, we may proceed by two different techniques to obtain

(p)

two forms for the m.g.f. of V

Form (i) In view of (2.7), we may write (3.5) as:

~ = <l
K ak,v Cv (=X ==k = 1)
et L2 = ——— x T _(n) (3.6)
n=0 ' c. (D5 D L
v v
2p(p—l)

-n, _
y L d T2z e oazln) ez
(2n i)P~ Rez>0 b

We may note that the splitting formula of zonal polynomials is given by

equation (92) of James (1964). It is as follows,

" c (a) € (B)
J ¢ (aHTH') (dH) = (3.7)

oy Y ¢ (1)
v P

where (dH) stands for the invariant Haar measure on the orthogonal group

0(p). Upon using (2.8), applying the splitting formula, and by virtue of
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Lemma (2.2), it is possible to rewrite (3.4) as:

p(p-1)  2p(p-1) 1 -n n, -p
b ’ 2 - trQ'AA, 1 'L' 1
r_(p) (2n1i) T (n,)
Ip P i)p Fp n,
n,-p tr Z -n -tr S n, +n,-p
|I-L|2 'ﬂ'(li-l.)2 [ .e | Z] : [ e | S| 12
i>] b Rez>0 $>0
-1 -3 -1 -3
exp [S{ I-x"" A" %(1-277 90 )n % L] dsdz
t trlL . . -’
Then multiply by e , and perform the integration w.r.t.L=L ,

from O to I by using (2.3). Hence, by successive application of

(2.8), integrating w.r.t. S using (2.4) and by applying (2.8) we have:

p(p-1) . ' -n [n, 1k
M(t) = S x T (e a1 ] ] —2
(27 1)p P K=0 k [n|+n2]k
C ~
K1) k d a
. ¢, K-d ~ 5 v
X 2' }'t' a [n +n ] sse—— X
K! d=o & Kal LY. n=£ g € (1)
v
-N, o 1
/ B0 Lo o ety T atazh uh az (3.8)

X e
ReZ > o V)

Noting that the integral in (3.8) is in fact the integral representation .
(2.7) of Laguerre polynomial, therefore, the final form of M(t) will be

as in form (i) of Theorem 3.1.

®)

The alternative form of the m.g.f. of V may be obtained as follows:
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i- when Q = 0. Substituting § =0 into (3.10), noting that
Ik(O) = (y+ p) ka(I) and by using (2.8)we get:

-n, [n,1, c LD
R Y % Batlidn &
17020
k=d ~ ~ -1 -1
K t a [n +n, ] (1- 2 A )
F ~F L 36( f; 4.1)
d=o & Cé 2

This result is the complex analogues of eqn. (14) of Khatri (1967)
Similarly, upon specializing @ =0 in (3.11), then

M [n,+n,]1 E & )\-1 A_l)
M(t) = |AA] - B 1102 .
K=o k ] Ck(I)
[n,] ‘
x 7 .t_, (1 .——-1-3-c (1) (4.2)
i=o N (n1+n ] "

ii. when A =1, A = I. Upon replacing (x =1, A =I) in (3.10),

we get ~ [n +n :l ~
_trg (nyd, Ck(I)Xli ; fed 1 26;6(9)
ka5 =% [n1+n2] 3 K! 1t k,6 [nlJ é*gu)
(4.3)
So, eqn. (4.3) is analogous to Pillai's expression of V(p) in the
real case, also from (3.11), we get
[oj+n,],  Ta) [n,] -~
M(e)matT T s frigk 2§ dafH YN o AR g (1)
T Tn] C-(DK! ~, Lt TI kAT, +n, 1~ M
K=o k 1 k k i=o An 1 27
' (4.4)
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(p)

5. The Moment Generating Function of V in the Canonical Correlation

case under violation in the complex case.

To derive the mgf of V(p), we shall assume Q random matrix (see
3 1
constantine (1963) and Pillali (1975)4 i.e. @ = Zi MYY'M' 212 ,

= 1 1 -
where YY' has a complex central Wishart Wc(p,n3,z 3,0), na=n;+n, .
The pdf of YY' is given by,
-1 n,-q
e -1 -tr 3 Yt 3
{I‘q(n3)IZ3H e S &< O (5.1)
~ ny-P

Start from (3.10), use the series expansion of L, (Q) and
multiply by (5.1). After integrating w.r.t. YY' using (2.4), we
(p)

get after some simplification,form (i). The second form of V

may be obtained 1li ke manner from (3.11).

(p)

Theorem 5.1: The m.g.f. of V in the canonical correlation

case under violation in the complex case is given by:

-ny ) (n1+n2) [nl]k EIJI)
(i) M(t) = |aa| [12 7| 11 %
K=o k LP1*027 R
T e e A N N |
X Z Z t d a C (=% "A )
d=o & .ék 5 [n1+n2]6 ) 21 ~
: n=o0 v C\) (I)
n ('1)i a [n1+n2 ~ 2
x 7 7 b c @9, (542)
i=o N [n1] c (1) n
nn
’ 1 +3 -1 3
PT = (I+0)) nl;nl=23 M 21MZ3
-n fn,+n,)
(11) M(t) = [aa]  Yrp?) 12
] 7 ) [n1+n2]k‘ f_l. % , [nl] c (1) )
K=o k K feo il A'n k, X th1+n2 N
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= d
(& -A A =1)-a o
li g ak’v \: ( ) ri ) (-1) a\:"6 [nl+r\2](Sx C6
n=o V C,, (1) d=o 6 [nl]8 CS(I)

Gl [n,] c (D)
1 k k
Mo = zp® T ] o] X
K=0 k 1 27k ’
k-d 2
K t ([n,+n,]1. )
~ THiyds - 2
de g e AL ®%)
=0 [nl](5 Cé (1)

This result is an extension to that obtained by Pillai

Again from equation (5.3) we have:

, "1 ([ny+n,] ) c,@%
| 12° | ) ¥ =
= 1
K=o k [nl]k Ck(I) K!
¢t [n,] C. (1)
X z ( z -1 1m N
£ T g
i=o i AN k,A Cil 41 ]
’ 12
Notations
jay = determinant of a matrix A
tr A = trace of a matrix A
Re A = real part of A
I‘p(n) = complex multivariate gamma function
MANOVA = multivariate analysis of variance.
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